n° 2008-25

Active Labor Market Policy Effects in a Dynamic Setting

B. CRÉPON¹, M. FERRACCI², G. JOLIVET³, G. van den BERG⁴

Les documents de travail ne reflètent pas la position de l'INSEE et n'engagent que leurs auteurs.

Working papers do not reflect the position of INSEE but only the views of the authors.

¹ CREST-INSEE, CEPR and IZA.
² University of Marne-la-Vallée and CREST-INSEE.
³ University of Bristol.
⁴ VU University d'Amsterdam, IFAU-Uppsala, IZA, Netspar and CEPR.
Active Labor Market Policy Effects in a Dynamic Setting

Bruno CRÉPON, Marc FERRACCI, Grégory JOLIVET, Gerard J. van den BERG

September 2008

Abstract

This paper develops and implements a method to identify and estimate treatment effects in a dynamic setting where treatments may occur at any point in time. By combining the standard matching approach to the timing-of-events approach, it demonstrates that the effect of the treatment on the treated at a given date can be identified although non-treated may be treated later in time. The approach builds on a "no anticipation" assumption and the assumption of conditional independence between the duration before treatment and the duration before exit. To illustrate the approach, the paper studies the effect of training for unemployed workers in France, using a rich register data set. Training has little impact on unemployment duration. The contamination of the standard matching estimator due to later entries into treatment is large if the treatment probability is high.
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1 Introduction

In terms of their expenses, active labor market policy (ALMP) programs are the most important policy measures aimed at increasing the outflow from unemployment to work. These programs include job search assistance, training, subsidized work, and their combinations (see e.g. Carcillo and Grubb, 2006, for a recent overview). A typical feature of ALMP is that program participation is not instantaneous upon inflow into unemployment. Instead, individuals are observed to enter ALMP programs at any possible elapsed unemployment duration even though participation is not prohibited by entitlement restrictions. This reflects the assignment process. Case workers are reluctant to assign workers too early, because many of them re-enter employment relatively fast anyway. The starting date of a training program may depend on whether a sufficient number of potential trainees is available. Likewise, this date may be delayed by quantity constraints. The availability of subsidized work depends on the inherent randomness in the moment at which vacancies are created. More in general, the effort levels of the unemployed worker and his case worker may display random fluctuations over time.

The variation in the timing of program participation (or, shortly, the treatment date) means that those who are not treated at a given elapsed unemployment duration, say $t_s$, may be treated later. As has been recognized in the literature (see e.g. Fredriksson and Johansson, 2008), this has an important methodological implication. The difference between the residual unemployment durations of the treated at $t_s$ and the non-treated at $t_s$ partly reflects the effect of later treatments on the durations of those who are not yet treated at $t_s$. Application of the standard (propensity score) matching method may then lead to biased outcomes. This is unfortunate in the light of the attractive other features of matching as an evaluation method for average treatment effects. In particular, under the assumption of conditional independence (CIA) of potential outcomes and assigned treatment conditional on covariates, matching is particularly well-equipped for evaluation in the presence of effect heterogeneity. Notice that the methodological complication cannot be solved by discarding outcomes of non-treated who are observed to be treated later and retaining outcomes of non-treated who are observed not to be treated before they exit unemployment. After all, such an approach produces samples that are selective in terms of the outcomes.

Abbring and Van den Berg (2003, 2004) point out that under the conditional independence assumption (no-selectivity) and the assumption that future treatments do not affect current outcomes (no-anticipation), the natural control group for the treated at $t_s$ is formed by the not-yet treated at $t_s$. Comparing the treated and not-yet treated at $t_s$ straightforwardly identifies the average instantaneous effect on the transition rate from unemployment to work at $t_s$. 
This is because any later treatments among the not-yet treated at $t_s$ are not informative on the outcomes among the not-yet treated at $t_s$. Fredriksson and Johansson (2008) apply this idea in a discrete-time setting. More importantly, they develop a matching estimator for the average effect on non-instantaneous outcomes, notably the residual unemployment duration. For given $t_s$, this estimator compares outcomes for the treated and not-yet treated at $t_s$, where the outcomes of the latter are only used insofar as they remain not-yet treated. In general, estimation of standard errors is left open.

In this paper we clarify and advance on the literature. We develop a comprehensive matching evaluation framework in continuous time with counterfactual duration outcomes. By assuming that the dynamic assignment process is driven by a single index, it follows that the propensity score is captured by the systematic (single-index) part of the hazard rate of the duration until treatment. This can be conveniently estimated. Next, average treatment effects on the treated can be estimated with matching, given CIA and the no-anticipation assumption. The estimator is similar to the Fredriksson and Johansson (2008) estimator, but we derive and motivate it from the point of view of the well-known counterfactual duration framework of Abbring and Van den Berg (2003). Moreover, standard errors for average effect estimates based on kernel matching or inverse probability weighting are obtained by bootstrapping (see Heckman, Ichimura and Todd, 1998, and Hirano, Imbens and Ridder, 2003).

We apply our estimator to study the effect of participation in a training program on the unemployment duration distribution in France. The data are informative on individual past labor market outcomes including past ALMP participation. We estimate average effects and we analyze the contamination bias of the standard approach.

Although the paper is written as dealing with ALMP evaluation, it is clear that our methodological approach is not tied to that. We should point out that there are alternative approaches to deal with the above methodological issue. One may proceed to estimate semi-parametric models that model outcomes and treatments at various points in time and that include systematic heterogeneity into the model, to obtain estimates of the treatment effect as a function of the time elapsed since enrollment, the elapsed unemployment duration, and heterogeneity indicators (see Richardson and Van den Berg, 2008). Yet another approach is to apply sequential CIA at each point of time conditional on events that took place earlier (Lechner and Miquel, 2005). We should also note that an alternative to comparing treated and not-yet treated is to compare those who enter one type of ALMP at $t_s$ to those who enter a different type of ALMP at $t_s$. If the two ALMP are mutually exclusive in the sense that an individual cannot participate sequentially in both, then such a comparison is informative on the relative merits of the two treatments (see e.g. Imbens, 2000, and Lechner, 2002).
2 Identification of dynamic treatment effects

2.1 The model

Consider a group of individuals who enter a given state $U$ (say unemployment) at date 0 and let $T_u$ be the duration spent in $U$. Assume that a treatment is available at a random date $T_s$. We are interested in the effect of receiving the treatment at date $t_s$. To define this effect, we consider the potential durations $T_u(t_s)$ spent in $U$ when treatment occurs at date $t_s$. In our framework $T_s$ is a latent variable as it can be censored by $T_u$. To keep the analysis simple, we assume time is discrete.

To evaluate the effect of the treatment, we need a counterfactual. Ideally, we would like to define a duration associated to “not being treated” but, without further assumptions, this is a vague notion since the data typically do not contain this information. We know that individuals have not been treated up to a certain date but if they leave without treatment we do not know what would have happened later on. More formally, if an individual leaves at date $t$ without having been treated, his duration could have been ruled by a process $T_u(t')$ where $t' > t$.

To avoid this issue, we make a “no anticipation” assumption similar to the one in Abbring and van den Berg (2003) and in the evaluation studies based on the “timing of events” approach:

\begin{equation}
P(T_u(t') = t) = P(T_u(t'') = t), \quad \forall t < \min(t', t''). \tag{A1}
\end{equation}

This assumption means that for each individual, all processes have the same distribution prior to the treatment dates. This common distribution then characterizes a new process denoted as $T_u(\infty)$:

\begin{equation}
P(T_u(\infty) = t) = P(T_u(t') = t), \quad \forall t < t'. \tag{1}
\end{equation}

$T_u(\infty)$ is the duration of an individual who, at any date, has the same probability of leaving than those who will be treated later. We will use this duration as our counterfactual.

Now consider a function $G$ and a treatment date $t_s$. We are interested in parameters of the form:

\begin{equation}
TT_G(t_s) = E\left[ G(T_u(t_s)) - G(T_u(\infty)) \right] \mid T_s = t_s, T_u(\infty) > T_s. \tag{2}
\end{equation}

We thus focus on individuals entering treatment at date $t_s$ and who have not yet left at this date.\footnote{We assume that treatment is instantaneous and do not model the duration in treatment.}

\footnote{Note that we can replace $T_s = t_s, T_u(\infty) > T_s$ with $T_s = t_s, T_u(t_s) > t_s$ in the conditioning thanks to assumption (A1). For the same reason, there is little interest in looking at the difference for the treated before the date of treatment as the two processes are similar.}
In this paper, we will consider the following set of $G$ functions: $G_\tau(t) = 1\{t > \tau + t\}$, $\tau > 0$. Then, the $TT_G(t_s)$ parameters give the difference between the survivor functions, at date $t_s + \tau$, of individuals treated at date $t_s$ and those at risk but not yet treated at date $t_s + \tau$.

We also consider more aggregated parameters, defined as treatment effects on individuals entering treatment within a given period:

$$TT_G(t_{s1}, t_{s2}) = E\left[ G(T_u(t_s)) - G(T_u(\infty)) \bigg| t_{s1} \leq T_s \leq t_{s2}, T_u(\infty) > T_s \right]$$

### 2.2 Identification

The main targets of identification are the parameters $TT_G(t_{s})$ defined by (2). These differences involve two quantities. The first one is the average outcome “if treated for the treated”:

$$E \left[ G(T_u(t_s)) \bigg| T_s = t_s, T_u(\infty) > t_s \right]$$

We can identify this term using the “no anticipation” assumption (A1) to replace $T_u(\infty) > t_s$ with $T_u(t_s) > t_s$ and thus to consider individuals who have actually been treated at date $t_s$. Note that when durations up to exit from state $U$ are censored, assumption (A1) is not enough. We will introduce later additional assumptions allowing to estimate our parameter even in the case of censored durations in state $U$.

The second term of the difference in (2) is the conditional average counterfactual:

$$E \left[ G(T_u(\infty)) \bigg| T_s = t_s, T_u(\infty) > t_s \right].$$

Its identification raises the standard issue that the counterfactual is not observed for the treated. We adapt the approach found in most of the matching literature and assume that we observe a set of individual characteristics $X$ such that, conditional on $X$, assignment to treatment is independent of the counterfactual. Our assumption is different however from what is done in the usual case as the independence is assumed between the latent variables $T_u(\infty)$ and $T_s$:

$$T_u(\infty) \perp T_s \mid X.$$  \hspace{1cm} (A2)

The two assumptions (A1) and (A2) allow us to identify the missing term (5). Identification is based on two important steps.
First, assumption (A2) suggests to consider individuals who are at risk and not yet treated at $t_s$ as a potential control group:

$$E \left[ G(T_u(\infty)) \mid T_s = t_s, T_u(\infty) > t_s, X \right] = E \left[ G(T_u(\infty)) \mid T_s > t_s, T_u(\infty) > t_s, X \right].$$

Then, for individuals in the control group, we observe either $T_u(\infty)$ if individuals leave $U$ before entering treatment, or $T_u(\infty)$ censored by $T_s$ if individuals enter treatment before leaving $U$. The important point is that because of assumption (A2), conditionally on $X$ this censoring is independent from $T_u(\infty)$. It is well known that this information is enough to identify the distribution of $T_u(\infty)$ and therefore our parameter.

It may be the case that the duration in state $U$ is not always observed. This duration can indeed be censored. For example when $U$ is unemployment, durations are usually censored if the unemployment spells exceed the date up to which information is available. To deal with this issue, we make another conditional independence assumption. If $T_C$ denotes the durations before censoring, we assume that:

$$T_C \perp (T_u(t_s), T_s) \mid X, \forall t_s. \quad (A3)$$

Under assumption (A3), the distribution of $T_u(t_s)$ conditional on being treated at date $t_s$ and $X$ is identified even in the case of censored durations. Therefore, the two terms of the parameters $T T_G(t_s)$ of interest are both identified.

### 2.3 Estimation

We present a simple way to estimate our parameters of interest. We concentrate on the effect on the survival function, but every other parameter corresponding to equation (2) could be estimated. The basic idea is to match treated and non treated populations with the same value of $X$. In the standard matching literature, it is well known that it is possible to deal with the dimensionality of the $X$ vector by using the propensity score property (cf. Rosenbaum and Rubin, 1983). Such a property can be extended to the case of multi-valued treatment as follows:\footnote{See Crépon and Deplatz (2001) and Hirano and Imbens (2004).} assuming that there is an index $s(X)$ such that $f_{T_u|X}(t) = f(t, s(X))$, then the CIA (A2) implies $T_u(\infty) \perp T_s \mid s(X)$.

Our estimation method consists of two steps. In the first step we estimate the propensity score. Note that the duration up to treatment is observed for individuals entering treatment and censored for individuals leaving unemployment before treatment. Therefore the estimation of the score just involves information about $T_s$. 
For a given treatment date $t_s$, the treatment group consists of individuals still unemployed and entering treatment at $t_s$. The potential control group consists of individuals still unemployed at this date but not yet treated.

Then, we proceed to the matching step. We match individuals on the score $s(X)$. Initial populations of treated and non-treated can be split into subpopulations with close values of the score. This procedure departs from the matching literature (e.g. Sianesi, 2004) and is closer to blocking methods (see Cochran, 1968, or Rosenbaum and Rubin, 1983). In each cell, the hazard function $h_t$ of the residual duration in state $U$ is estimated. It is simply computed as the number of individuals leaving unemployment at $t$ (with non censored duration) divided by the number of unemployed still at risk at this date. That is, individuals still unemployed at $t$ for the control group and individuals still unemployed at $t$ but not yet treated for the control group. From the hazard function we can derive the survival function $F$ as $F(t) = (\tau) = \prod_{t=t_s}^{t_s+\tau} (1 - h_t)$. Once the survival functions have been estimated, the difference between treated and non treated is averaged using the distribution of the score function in the treatment population.

3 An empirical illustration using active labor market policies in France.

3.1 Data and specifications

We apply our method to the evaluation of training programs for unemployed workers in France. See Crépon, Ferracci and Fougère (2007) for a description of the French unemployment insurance and training systems. We consider as treatment any first entry into any training program, and we are interested in the effect of this treatment on unemployment duration.

We use data from the Fichier National des Assedic (FNA) which is the national register of all unemployed workers in France since 1990. Each quarter, a random 2.5% sample is drawn from this register. Our data set consists of the four draws made in 2007. We observe all the unemployed spells of each individual in our sample from 1990 to March 2007. For the analysis, we consider all unemployment spells starting between 2002 and 2004. We start only in 2002 because of a major reform which took place in Autumn 2001. We do not consider spells starting in January 2005 and after because we want to limit the exogenous censoring due to the draw date. We end up with 201 277 spells, 6.4% of which have not ended in March 2007 and are thus censored.

---

6For example, we may consider the population defined by the percentiles of the distribution of the score in the treated population.

7With propensity score matching, we have to strengthen (A3) and assume that $T_C \perp T_s(t_s) | T_s, X$. 

We include a rich set of covariates in the $X$ vector to ensure that the CIA (A2) holds. These are the following: age, gender, occupation of the previous job (7 categories), region (23 regions), duration of affiliation to the unemployment insurance system, unemployment benefits, wage in the previous job and a dummy equal to one if the occupation in the job searched is the same as the one in the previous job. In addition to these controls, we use the longitudinal dimension of our data to control for individual unemployment and training histories.

The first step is the estimation of the propensity score. We consider a simple proportional hazard model and leave more elaborate estimators to future research. The duration dependence of the hazard function is chosen as a piecewise constant function. We allow for 11 cutting points regularly distributed over the interval $[0, 18$ months]. Heterogeneity is captured by the single-index $X\beta$. We also add an additional unobserved heterogeneity term, which is modelled as a multiplicative binary variable. The score function $\hat{s}(X)$ is simply the product $X\hat{\beta}$.

For the second step, we define cells in the treatment and control groups based on the 24 percentiles of the distribution of the score in the treatment group. We then proceed as explained in Subsection 2.3.

3.2 Results

We first consider basic estimators for various treatment dates. The time unit is the month. The upper panel of Figure 1 shows the treatment effect on the treated (remember that a positive effect means longer unemployment). The dashed lines delimit the confidence interval obtained by bootstrapping. We consider two treatment dates: $t_s = 3$ and $t_s = 9$.

The figures clearly show that the effect at these two treatment dates have the same pattern. There is first a locking in period that lasts around 18 months. The effect is important as the survival rate can increase by 10%. After this locking in period, the effect of training on survival is negative. However the effect is small (around 2% three years after entry) and significant only for $t_s = 3$. The overall picture is therefore close to what as already pointed out in numerous studies: training the unemployed does substantially shortens their unemployment spells.

We also estimate more aggregated parameters such as (3) for treatment dates ranging from 1 to 6 and from 7 to 12. To do this we estimate the basic parameters for each date and we average them using the distribution of the treatment date. The lower panel of Figure 1 presents results for the effect of treatment on the treated either when treatment starts within the six first months of the unemployment spell or when it starts within the next six months. Implementing these aggregated parameters does not change the overall picture about the effect of the policy. Training reduces the survival rate on unemployment only
in the long run and the effect is small. There are sizable efficiency gains to consider aggregated parameters. These gains are sufficiently large for the effect in the long run to be significant when entry into treatments occurs late in the unemployment spell.

Figure 1: Estimated treatment effect on the treated on the survival function

There are two main differences between our dynamic matching method and the standard matching approach. The first one is related to exits: in our setting we only count exits without censoring, while the standard matching method also includes them. More importantly, the second difference lies in the definition of the risk sets (and thus of exits). To fix ideas, let \( R_s^0(\tau) \) be the risk set at date \( \tau + t_s \) for individuals with treatment status \( S = 0, 1 \), for the treatment date \( t_s \).

<table>
<thead>
<tr>
<th>Dynamic Matching</th>
<th>Standard Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_0^0(t_s) = { T_u(\infty) \geq t_s + \tau, T_s &gt; t_s + \tau } )</td>
<td>( R_0^0(t_s) = { \min (T_u(\infty), T_u(t_s)) \geq t_s + \tau, T_s &gt; t_s } )</td>
</tr>
<tr>
<td>( R_1^0(t_s) = { T_u(t_s) \geq t_s + \tau, T_s = t_s } )</td>
<td>( R_1^0(t_s) = { T_u(t_s) \geq t_s + \tau, T_s = t_s } )</td>
</tr>
<tr>
<td>( X_0^0(t_s) = { T_u(\infty) = t_s + \tau, T_s &gt; t_s + \tau } )</td>
<td>( X_0^0(t_s) = { \min (T_u(\infty), T_u(t_s)) = t_s + \tau, T_s &gt; t_s } )</td>
</tr>
<tr>
<td>( X_1^0(t_s) = { T_u(t_s) = t_s + \tau, T_s = t_s } )</td>
<td>( X_1^0(t_s) = { T_u(t_s) = t_s + \tau, T_s = t_s } )</td>
</tr>
</tbody>
</table>

Looking at the two definitions of \( R^0 \) and \( X^0 \), one can see that the stan-
dard matching approach includes in the control group individuals who can enter treatment between $t_s$ and $\tau + t_s$ (contamination effect). To measure the extend of this latter effect we estimate a contamination rate at each date $t$, defined as the ratio between the number of individuals that will be treated strictly after $t$ and the number of individual still unemployed at $t$ and not yet treated. Figure 2 shows this contamination rate as a function of $t$.

**Figure 2:** Contamination rate as a function of the treatment date

\[\text{Figure 2: Contamination rate as a function of the treatment date}\]

\[\text{solid line: whole sample, dashed/dotted line: keeping 25%/10% of the non treated.}\]

We see that contamination is small and declining over time. It starts at 8% and goes down to 5% after 12 months. In order to study the incidence of contamination on estimated survival functions, we also show in Figure 2 the results using artificial samples including all spells with treatment but only either 25% or 10% of treated spells without treatment. In both cases, the contamination is much stronger and remains decreasing with respect to the duration before treatment.

**Figure 3:** Bias of standard matching methods

\[\text{Figure 3: Bias of standard matching methods}\]

\[\text{solid line: whole sample, dashed/dotted line: keeping 25%/10% of the non treated.}\]

Figure 3 shows the bias of the estimated treatment effects $TT_G(t_s)$ for $t_s = 3$ and $t_s = 9$, and for three samples. We first see that the bias in the whole sample
is small. It is always negative and less than .5%. However when considering artificial samples with only 10% or 25% of the spells without treatment, the biases become more important. It would be even more important if the policy had a stronger effect.

4 Conclusion

We propose a methodological foundation for the use of matching techniques in the cases of dynamic assignment. We first emphasize the importance of the no anticipation assumption in defining a counterfactual and thus relevant treatment parameters. We then show that these parameters are identified using a typical conditional independence assumption on potential durations. We apply our method to training programs in France and detail the implementation of our estimate. We find that the contamination bias is small in our data. However, since a few individuals enter training, the contamination rate is itself small. When using artificial samples in which the contamination rates are higher we find substantial differences between our method and the standard matching approach.

In this paper, we only consider a single treatment and a single duration. It could be interesting to extend our estimators to multiple treatments and outcomes.
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