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Abstract
No-arbitrage Near-Cointegrated VAR(p) Term Structure Models, Term Premia and GDP Growth

The recent macro-finance yield curve literature has focused on the extraction of a reliable measure of term premia
(on long-term bonds) and on their relevant relationship with future economic activity (GDP), because of the practical
implications of this relationship for the conduct of the monetary policy. However, the associated empirical findings
do not agree neither about term premia empirical properties nor about the importance or even the direction of the
above mentioned relationship. The present paper proposes a two-step approach to handle both problems. First, in a
VAR setting, we extract a reliable measure of the term premia by means of averaging estimators techniques aiming
at optimally solving prediction problems when highly persistence processes are present and, thus, providing a so
called Near-Cointegrated VAR(p) approach. Second, we analyze the dynamic response of the GDP to shocks on the
term premia by using the New Information Response Function concept allowing, in particular, to deal with shocks
on variables which are filters of the basic ones in the model. Results in both steps are quite different from those
appearing in the literature because of a careful treatment of persistence, in the first step, and of the number of lags
in the second one. First, we find, coherently with the typical macroeconomic view, and in contrast with OLS-based
VAR decompositions, that the NCVAR-based term premium measure is rather stable and contra-cyclical, with the
expectation part accounting for most of the yield variability. Second, we find that an increase of the long-term spread
caused by a rise of a term premium induces two effects on future economic activity: the impact is negative for short
horizons (less than one year), whereas it is positive for longer ones. Therefore, this result suggests that the above
mentioned ambiguity could come from the fact that the sign of this relationship is changing over the period that
follows the shock.
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1 Introduction

The recent macro-finance yield curve literature has focused on the extraction of a reliable measure of

term premia (on long-term bonds) and on their relevant relationship with future economic activity,

because of the practical implications of this relationship for the conduct of the monetary policy.

As far as the extraction of the term premia is concerned, we observe relatively little consensus

about their empirical properties. Indeed, while the typical macro wisdom requires a stable and

contra-cyclical term premium with long-term yield movements mostly driven by the expectation

component, recent papers by Kim and Orphanides (2005, 2007) and Beechey (2007) find, in sharp

contrast, that the term premium measure has a large variability, the expectation part being rather

stable. Other papers like Rudebusch and Wu (2008) and Bauer (2010) find, contradicting again the

typical macroeconomic view, a term premium which is extremely stable and neutral with respect

to the business cycle.

Regarding the link between term premia and future economic activity, some studies based on

static regressions like those by Hamilton and Kim (2002), and Favero, Kaminska and Sodestrom

(2005) find a positive relation between term premium and economic activity. In contrast, Ang,

Piazzesi and Wei (2006), Rudebusch, Sack and Swanson (2007), and Rosenberg and Maurer (2007)

find that the term premium has no predictive power for future GDP growth. Practitioners and

private sector macroeconomic forecasters views suggest a relation of negative sign between term

premium and economic activity. This negative relationship is usually explained by the fact that
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a decline of the term premium, maintaining relatively low and stable long rates, may stimulate

aggregate demand and economic activity, and this explanation implies a more restrictive monetary

policy to keep stable prices and the desired rate of growth. Because of the lack of agreement among

the empirical findings, policy makers have no precise indication about the stimulating or shrinking

effect of term premia on gross domestic product (GDP) growth [see Rudebusch, Sack and Swanson

(2007), and the references there in, for more details].

This paper tries to propose a solution to both the unclear empirical properties of the term pre-

mium and its ambiguous relationship with economic activity by, first, extracting a reliable measure

of long-term premia by means of a no-arbitrage Gaussian VAR(p) yield curve model and providing,

then, a dynamic (instead of static, like in the above mentioned literature) analysis of the relationship

between these two variables.

Coping with the first part of the problem asks for precise short rate forecasts over long horizons

(by definition of term premia), and this requirement is particularly challenging once we realize the

effects of the strong persistence of interest rates on the specification and estimation of VAR models.

Indeed, on the one hand, the presence of ”nearly non-stationary” processes in the VAR factor leads

to impose cointegration relationships (unit roots) in the parametric specification (CVAR models)

and, thus, associated forecasts at any horizon are very similar and close to the present value of the

variable of interest. On the other hand, if we take into account the low power of cointegration/unit

root tests against highly persistent alternatives, and we use an unconstrained VAR model, the

obtained forecasts tend to quickly converge to the unconditional mean of the variable. This sharp

difference between CVAR-based and VAR-based long-horizon forecasts [see Cochrane and Piazzesi

(2008)] automatically generates uncertainty about the reliability of the associated measures of the

term premia. In addition, in finite sample, the magnitude of this difference is exacerbated by the

well known ”bias problem”, that is the downward bias in the OLS estimator (of the unconstrained

VAR model) induced, again, by the above mentioned huge serial dependence in yields [see Kim and

Orphanides (2007) for a discussion of these problems]. In order to handle this problem, we have
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chosen what we name the Near-Cointegration approach: we estimate the stationary VAR dynamics

(the data generating process) of our factor of interest (Xt) (say) by an averaging estimator à la B.

Hansen (2010) instead of the classical OLS estimator. More precisely, this methodology is based

on averaging the estimates of a CVAR(p) and of the associated unconstrained VAR(p) model,

and the averaging weight is obtained by minimizing the root mean squared forecast error of a

variable of interest. Since our aim is to extract reliable measures of term premia, this variable is

chosen to be the function of future short rates appearing in the expectation part of the long-term

yield. This methodology seems to be particularly adapted to the term premia extractions given

the promising forecast performances this kind of estimator has shown in Monte Carlo experiments

as indicated by B. Hansen (2010) and confirmed by Jardet, Monfort and Pegoraro (2009a) in a

successful comparison with bias-corrected estimators like Indirect Inference estimator, Bootstrap

estimator, Kendall’s estimator and Median-unbiased estimator 4. We thus specify and estimate a

Near-Cointegrated VAR(p) yield curve model with stochastic market price of factor risk depending

on present and lagged factor values. We find that our approach provides, in terms of root mean

square forecast error and among the competing models, the best extraction of the 10-year term

premium, that is, the most reliable decomposition of the long-term yield into expectation part and

term premium. Coherently with the typical macroeconomic view, the NCVAR-based term premium

measure is rather stable and contra-cyclical, with the expectation part accounting for most of the

yield variability. On the contrary, the (less reliable) OLS-based VAR decompositions, strongly

affected by the persistence problem, assign a large portion of the long-term yield variability to

the term premium [as in Beechey (2007)], while the CVAR model leads to systematically identify

(regardless the degree of persistence of the sample period) this measure with the long-term spread.

We handle the second part of the problem, namely the dynamic relationship between the term

premia and economic activity, by applying a generalization of the notion of Impulse Response

4It is important to point out that the averaging estimator strategy does not imply any parameter or model
uncertainty of the investor [like, for instance, in L.P. Hansen and Sargent (2007, 2008)]. It is a statistical procedure
adopted by the econometrician to propose estimation methods improving the out-of-sample forecast performances of
the model.
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Function, that is, the concept of New Information Response Function introduced by Jardet, Monfort

and Pegoraro (2009b). This approach allows us, in particular, to measure the dynamic effects, on

any variable, of a new (unexpected) information at a given date, regarding any state variables, any

yield to maturity or any linear filter of that variables. We provide, first, a dynamic analysis of the

relationship between the long-term spread and future economic activity and then, we disentangle

the effects of a rise of the spread entirely due to an increase of its expectation part, and a rise of

the spread caused by an increase of the term premium only. Like in most studies proposed by the

economic literature, we find that an increase of the spread implies a rise of the economic activity.

We find similar results when the rise of the spread is generated by an increase of its expectation

part. In contrast, an increase of the spread caused by a rise of the term premium induces two effects

on future output growth: the impact is negative for short horizons (less than one year), whereas it

is positive for longer ones. Our results suggest that, the ambiguity found in the literature regarding

the sign of the relationship between the term premium and future activity, could come from the

fact that the sign of this relationship is changing over the period that follows the shock.

The paper is organized as follows. Section 2 gives a motivation for the use of the averaging

estimator à la B. Hansen (2010), based on its prediction performances, while Section 3, after the

description of the data, presents the Near-Cointegration methodology leading to a persistent but

stationary VAR(p) dynamics for the factor of interest Xt = (rt, St, gt)
′, where rt is a short rate,

St a long-term spread and gt is a one-period gross domestic product (GDP) growth rate. These

variables are also considered in the pioneering paper of Ang, Piazzesi and Wei (2006) [APW (2006),

hereafter] whose model constitutes a benchmark of our study. More precisely, this section stresses

the persistence problem, presents a solution based on averaging estimators, and then specifies

and estimates the Near-Cointegrated VAR(p) factor dynamics. Section 4 shows how the Near-

Cointegrated model can be completed by a no-arbitrage affine term structure model, presents risk

sensitivity parameter estimates, proposes a reliability check of our selected averaging parameter

and focuses on the empirical performances of our model in terms of in-sample fit of the whole yield
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curve. Section 5 defines our preferred NCVAR-based measure of term premia, and compares it

with those extracted by cointegrated and unconstrained VAR affine models. Section 6, using the

general concept of New Information Response Function, studies the dynamic relationships between

the spread, its components (expectation part and term premia) and the GDP growth. Section 7

concludes, while Jardet, Monfort and Pegoraro (2010) provides an online appendix with additional

details, results and tables5 about state dynamics specification, in-sample fit of the yield curve and

response functions.

2 Persistence, prediction and averaging estimators

2.1 Reliability of Term Premia Measurements

The first problem that this paper tries to tackle, in order to precisely study the relation between

term premia and future economic activity, is the extraction of a reliable measure of such term

premia, in particular long-horizon ones. Since a term premium is the difference between a yield

and the prediction of a function of future short rates, the reliability of its measurement is the same

issue as the reliability of the prediction of the above mentioned function of future short rates.

It is well known that the short rate variable, as well as any yield, is very persistent and that

standard unit root tests usually accept that it is non-stationary. However, it is difficult to admit non-

stationarity because it would imply unrealistic asymptotic behaviors and it is generally considered

that the short rate dynamics is stationary but close to non-stationarity or ”near non-stationary”.

At this stage another problem occurs, namely the well know fact that the OLS or ML estimation

methods highly underestimate the persistence because large biases appear in the finite sample

behavior of these estimators [see e. g. Kendall (1954)]. So, important questions we will have to

answer are the followings: Are prediction performances deteriorated by these biases ? Are bias

correction methods appropriate for improving prediction performances ? Is there a better way to

5These tables will be labeled by the lower case arabic a. letter and lower case roman numerals.
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Figure 1:
Bias of the OLS estimator ρ̂T (sample size T = 160): exact (green solid line),

spline approximation (blue dashes) and Kendall’s approximation (red dots).

improve forecast performances ? We will provide answers to these questions in the next section.

2.2 Bias correction vs Averaging Estimators

In order to motivate the approach retained in this paper for the prediction of (a function of)

persistent variables, let us consider a simple AR(1) model yt = µ(1−ρ)+ ρyt−1+ εt, t ∈ {1, . . . , T},

where the εt’s are independently distributed as N(0, σ2), y0 = µ and T = 160, which is a typical

sample size in empirical studies based on quarterly data. It is easy to study the behavior of the

OLS estimator ρ̂T of ρ, by Monte Carlo methods and for various values of ρ (note that this behavior

does not depend on µ and σ2). In particular, using 50.000 simulations we can compute the bias

of ρ̂T , namely bT (ρ) = Eρ(ρ̂T ) − ρ. Figure 1 shows the bias function bT (ρ) for ρ ∈ ]0.4, 1[, as well

as the Kendall approximation −(1 + 3 ρ)/T (and a quadratic spline approximation bST (ρ) of bT (ρ)

which will be useful below). It is clear from this figure that the bias is very large and, moreover,

for ρ close to one this bias is much worse than its Kendall’s approximation.

Since the main focus of this paper is the prediction of a function of future short rates, in

order to extract measures of term premia, a natural question is to evaluate the property of bias-

corrected estimators in terms of prediction. There are many methods to approximately correct
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for bias and here we retain the one which has been recognized as very efficient [see Gourieroux,

Monfort and Renault (1993), Gourieroux and Monfort (1996), Gourieroux, Touzi and Renault

(2000) and Duffee and Stanton (2008)]: the indirect inference estimator defined by ρ̂IT = e−1
T (ρ̂T ),

where eT (ρ) = Eρ(ρ̂T ) is approximated by ρ+ bST (ρ). We also consider another kind of estimators,

namely the class of ”averaging estimators” proposed by B. Hansen (2010) and defined as a weighted

average of the estimator of ρ in the non-stationary model, i.e. 1 in our case, and in the stationary

one, i.e the OLS estimator ρ̂T :

ρ̂AT (λ) = (1− λ) + λρ̂T , 0 ≤ λ ≤ 1 . (1)

We compare, in a Monte Carlo exercise, with 50.000 simulations and ρ = 0.99, the predictions

of yt, obtained from the above mentioned AR(1) process, when the autoregressive parameter is

estimated by ρ̂IT and by ρ̂AT (λ). For each simulation, we compute a path of 180 observations, we

calculate the OLS estimator of ρ (from the first T = 160 observations), we determine ρ̂IT and ρ̂AT (λ),

and then we generate the associated forecasts at horizon q = 1 and q = 20. The comparison among

the forecast performances is based on the root mean squared forecast error (RMSFE), normalized

by the one based on the true value of ρ. The results are given in Figure 2 (q = 1) and Figure 3

(q = 20).

The performances of the optimal averaging estimator, obtained with λ ≈ 0.25 both for q = 1

and q = 20, is by far the best one; in the case q = 20, for instance, the percentage of increase of

the RMSFE, compared with the one obtained from the true parameter value, is about three times

smaller than for the indirect inference estimator and five times smaller than for the OLS estimator.

Similar conclusions are obtained for different values of T and ρ and for bivariate models close to

cointegration or ”near-cointegrated” [see Jardet, Monfort and Pegoraro (2009a)]. These results

clearly provide solid arguments in favor of the averaging estimator class, compared to the optimal

bias correction method based on indirect inference, in terms of forecast performances and, thus, in

terms of term premia extraction.
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Figure 2:
RMSFE ratio with ρ = 0.99, T = 160, q = 1.

ρ̂AT (λ) (blue solid curve), ρ̂IT (green dots).
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Figure 3:
RMSFE ratio with ρ = 0.99, T = 160, q = 20.

ρ̂AT (λ) (blue solid curve), ρ̂IT (green dots).

3 Near-Cointegration Analysis

3.1 Description of the Data

The data set that we consider in the empirical analysis contains 174 quarterly observations of U. S.

zero-coupon bond yields, for maturities 1, 2, 3, 4, 8, 12, 16, 20, 24, 28, 32, 36 and 40 quarters, and

U. S. real GDP, covering the period from 1964:Q1 to 2007:Q2. The yield data are obtained from

Gurkaynak, Sack, and Wright (2007) [GSW (2007), hereafter] data base and from their estimated

Svensson (1994) yield curve formula. In particular, given that GSW (2007) provide interest rate

values at daily frequency, each observation in our sample is given by the daily value observed at the

end of each quarter. The same data base is used by Rudebusch, Sack, and Swanson (2007) [RSS

(2007), hereafter] in their study on the implications of changes in bond term premiums on economic

activity. Observations about real GDP are seasonally adjusted, in billions of chained 2000 dollars,

and taken from the FRED database (GDPC1)6. The short rate (rt) and the long rate (Rt) are

respectively given by the 1-quarter and 40-quarters yields.

6See Jardet, Monfort and Pegoraro (2010) for further details.
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3.2 Near-Cointegrated VAR(p) Dynamics

3.2.1 Handling the Persistence Problem for Term Premia Extraction

We first apply unit root tests and a cointegration analysis to the joint autoregressive dynamics of

the short rate (rt), the long rate (Rt) and the log-GDP (Gt), collected in a vector denoted by Yt.

This econometric procedure leads us to a vector error correction model, with two lags, for ∆Yt, that

we can write as a Cointegrated VAR(3), or CVAR(3), for Xt = (rt, St, gt)
′, the long-term spread

St = Rt − rt being the only cointegrating relationship7. We thus obtained a constrained estimator,

denoted by θ̂T,cvar [see table a.viii)], of the true value of the parameter θ(o) := (ν(o),Φ
(o)
1 ,Φ

(o)
2 ,Φ

(o)
3 )

appearing in the data generating process (DGP):

Xt = ν(o) +

3∑

j=1

Φ
(o)
j Xt−j + η

(o)
t , η

(o)
t ∼ IIN(0,Ω(o)) . (2)

Another estimator of θ(o) is obtained by the unconstrained OLS method applied to the stationary

VAR(3) model, and it is denoted by θ̂T,var [see table a.ix)].

The CVAR(3) specification suggested by the cointegration analysis has, on the one hand, the

advantage to explain the autocorrelation in interest rates better than the unconstrained counterpart

given by a VAR(3) model for Xt, but, on the other hand, has two important drawbacks. First, it

assumes the non-stationarity of interest rates, while a wide literature on nonlinear models indicates

that they are highly persistent but stationary [see, for instance, Gray (1996) and Ang and Bekaert

(2002), and the references therein]. Second, interest rate forecasts over long horizons, coming from

the alternative CVAR(3) and VAR(3) estimated dynamics, have unrealistic behaviors. For any

given date in the sample period, we show these forecasts in figures 4 and 5, for the CVAR(3) and

VAR(3) specifications, respectively, for a forecasting horizon q (say) rising from 1 to 40 quarters. In

the CVAR(3) case (figure 4) the predictions remain close to the present value when q increases and

7Details about VAR order selection, unit root tests and cointegration analysis are presented in Jardet, Monfort
and Pegoraro(2010).
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in the VAR(3) case (figure 5) they revert to the unconditional mean. As a consequence, important

differences will be found in the term premia extraction [see also Cochrane and Piazzesi (2008)].
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Figure 4:
q-step ahead short rate forecasts from the CVAR(3)

model; q = 1, 4, 8, 12, 16, 20, 40 quarters.
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Figure 5:

q-step ahead short rate forecasts from the VAR(3)

model; q = 1, 4, 8, 12, 16, 20, 40 quarters.

As mentioned above, in this paper we adopt the class of averaging estimators, considered in

Section 2 and proposed by B. Hansen (2010), in order to tackle the estimation problems induced by

the interest rate persistence and affecting forecast performances. Hansen’s results have been derived

in a univariate and one-step-ahead framework and their generalization to a multivariate and multi-

horizon setting raises difficult technical problems, in particular the multiplicity of the parameter

paths leading to the constrained VAR at rates proportional to 1/T . So we have decided to adopt a

pragmatic approach and, extrapolating the Monte Carlo results of Section 2 and of Jardet, Monfort

and Pegoraro (2009a), we have checked empirically whether the out-of-sample root mean squared

forecast errors, when forecasting some variable of interest at various horizons, are improved when

using an averaging estimator based on the VAR(3) and CVAR(3) models. As explained below, our

empirical findings thoroughly confirm Hansen’s theoretical results.
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3.2.2 Averaging Estimations and Extraction of Short Rate Expectations

The averaging estimators θ
(nc)
T (λ) (say) of θ(o), of the Near-Cointegrated (stationary) VAR(3) dy-

namics of the state vector Xt, are obtained in the following way:

θ
(nc)
T (λ) = λ θ̂T,var + (1− λ) θ̂T,cvar , (3)

where λ ∈ [0, 1] is a free parameter selected to minimize a criterion of interest (for each model, the

conditional variance-covariance matrix is estimated from its residuals). Since our aim is to provide

a reliable measure of the term premia on long-term bonds, we focus on minimizing the prediction

error of the associated expectation part.

Given a yield with residual maturity h at date t, denoted by Rt(h), we define its expectation term

as EXt(h) = − 1
h
log B̃t(h) with B̃t(h) = Et[exp(−(rt + rt+1 + ... + rt+h−1))]. The associated term

premium is given by TPt(h) = Rt(h) − EXt(h) (see Section 5.1 for a more detailed presentation).

For a given maturity h, the parameter λ = λ(h) (say) is selected as the solution of the following

problem:

λ∗(h) = arg min
λ∈[0,1]

∑

t

[B̃obs
t (h)− B̃t(h, λ)]

2 (4)

where, for each date t and residual maturity h, B̃obs
t (h) is the observed realization of exp(−rt −

... − rt+h−1) while B̃t(h, λ) is the NCVAR(3) model’s forecast of exp(−rt − ... − rt+h−1) using

the parameter θ
(nc)
T (λ) given by (3). The out-of-sample forecasts are performed during the period

1990:Q1 - 2007:Q2, using an expanding window for the estimation of models VAR(3) and CVAR(3).

More precisely, we first compute the estimates θ̂var and θ̂cvar over the period 1964:Q1 to 1989:Q4

and we calculate B̃t(h, λ) with t =1989:Q4. Then, at each later point in time t, we recompute

θ̂var and θ̂cvar taking into account the new observation and, in doing so, we replicate the typical

behavior of an investor that incorporates new information over time [see also Favero, Kaminska and

Sodestrom (2006)].

In table 1 we compare, for h ranging from 4 to 40 quarters, the RMFSE obtained from the
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h AR(1) λ∗(h) NCVAR(3) CVAR(3) VAR(3) VAR(1)
(Vasicek)

4 0.0071 1.0000 0.0064 0.0066 0.0064 0.0075
8 0.0257 0.7913 0.0228 0.0237 0.0229 0.0261
12 0.0476 0.5667 0.0423 0.0436 0.0429 0.0469

B̃obs
t (h) 20 0.0882 0.1760 0.0736 0.0742 0.0806 0.0848

32 0.1229 0.2311 0.0991 0.1037 0.1135 0.1196
40 0.1411 0.2617 0.1012 0.1155 0.1224 0.1406

Table 1: Out-of-sample forecasts of B̃obs
t (h) = exp(−rt− ...−rt+h−1). Table entries are associated RMSFEs. AR(1)

(Vasicek) denotes forecasts of B̃obs
t (h) using a Gaussian AR(1) process describing the dynamics of the (one-quarter)

short rate. The residual maturities (h) are measured in quarters.

NCVAR(3) model, with λ∗(h) being solution of (4), with those obtained by the CVAR(3), VAR(3),

VAR(1) and a short rate AR(1) models. We observe that, for h > 4, the NCVAR(3) estimation

outperforms that of the VAR(3) and CVAR(3) models: there exists a λ∗(h), strictly between 0

and 1, such that the average of the estimated parameters in the CVAR(3) and VAR(3) models

improves the forecasts of B̃obs
t (h). Even more, the NCVAR(3) estimation outperforms the (most

competing) VAR(1) and AR(1) models for any h; in particular, for long maturities, that is for short

rate forecasts over long horizons, it reduces their out-of-sample RMSFEs of 20-30%.

ν∗ Φ∗

1 Φ∗

2 Φ∗

3

rt -0.0006 0.7735 0.1641 0.0367 -0.0806 -0.1865 0.0854 0.2896 -0.0287 0.0112
St 0.0009 0.0692 0.6552 -0.0229 0.1802 0.2742 -0.0747 -0.2417 -0.0012 -0.0081
gt 0.0043 -0.0862 -0.3664 0.1972 -0.6097 0.4508 0.1927 0.6646 0.2890 -0.0140

Ω∗ × 103 Corr. log-L |ψ |
0.0079 -0.0053 0.0051 ρ12 -0.8424 2282.39 0.987

. 0.0050 -0.0013 ρ13 0.2383 AIC 0.853

. . 0.0577 ρ23 -0.0787 -26.3787 0.602
SIC 0.560(c)

-25.8827 0.319
FPE 0.189

6.78e-16 0.132(c)

Table 2: Parameter estimates of the true dynamics Xt = ν(o) +
∑3

j=1 Φ
(o)
j Xt−j + η

(o)
t , Xt = (rt, St, gt)

′, η
(o)
t ∼

IIN(0,Ω(o)), with estimator θ
(nc)
T (λ) and λ = λ∗(40) = 0.26; ρij denotes the empirical correlation between (η

(o)
it ) and

(η
(o)
jt ); |ψ | indicates the modulus of the roots of equation |Φ∗(ψ)| = 0, with Φ∗(ψ) = (I3×3ψ

3 − Φ∗

1ψ
2 − Φ∗

2ψ − Φ∗

3)

denoting the characteristic polynomial; (c) indicates a pair of complex conjugate roots.
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Since, in this work, one of the main objectives is to extract the term premium from the 40-

quarters long-term bond, we will assume that the NCVAR(3) state dynamics, driving term structure

shapes over time and maturities, is specified by a λ∗ = λ∗(40) = 0.26 (see table 2 for the associated

parameter estimates). This means that the optimal extraction of the expectation part of the long-

term bond is obtained by a stationary VAR(3) model with estimator θ
(nc)
T (λ∗) and in which the

weight of the CVAR(3) model is three times larger than the one of the unconstrained VAR(3)

model8. Thus, the estimated VAR(3) dynamics now has an autoregressive lag operator with the

largest root equal to 0.987, instead of 0.93 when the OLS estimator is used. We will see in Section

4.3 that, when we select λ by minimizing the fitting error of the whole yield curve, we find λ ≈ 0.26

again, thus reinforcing the reliability of our criterion.

4 Near-Cointegrated Affine Term Structure Models

4.1 The Yield Curve Formula

In the previous sections we have specified and estimated the historical dynamics of the state variable

Xt as a Near-Cointegrated Gaussian VAR(3) process with averaging parameter given by λ∗(40) =

0.26. The following step in our modelling procedure aims at deriving the associated arbitrage-free

yield-to-maturity formula by specifying a positive stochastic discount factor (SDF) Mt,t+1 for each

period (t, t + 1). More precisely, using the notation X̃t = (X ′

t, X
′

t−1, X
′

t−2)
′, we assume:

Mt,t+1 = exp
[
−rt + Γ′

t ζt+1 −
1
2
Γ′

tΓt

]
, (5)

where the error term η
(o)
t in (2) is written as η

(o)
t = Σ(o) ζt, with ζt ∼ N(0, I3×3), and Σ(o) is a lower

triangular matrix such that Σ(o) Σ(o)′ = Ω(o); Γt = γ0 + γX̃t = γ0 + γ1Xt + γ2Xt−1 + γ3Xt−2 is the

affine (multiple lags) stochastic risk sensitivity vector; the constant term γ0 is a (3× 1) vector and

8We have checked that λ remains robust to a change in the starting date of the out-of-sample exercise and to a
rolling window exercise [see Table a.xii) in Jardet, Montfort and Pegoraro (2010)].
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γ = [γ1 : γ2 : γ3] is a (3× 9) matrix. γ0, γ1, γ2, γ3 are called risk sensitivity parameters.

Given that under the absence of arbitrage opportunity assumption (A.A.O.) the price Bt(h) at

date t of a zero-coupon bond (ZCB) maturing at t+ h is equal to Et[Mt,t+1 . . .Mt+h−1,t+h], we have

the following result.

Proposition: Let us assume that the factor Xt follows, under the historical probability, the Gaus-

sian VAR(3) dynamics (2). Then, the yield with h periods to maturity at date t, denoted Rt(h), is

given by:

Rt(h) = −
1

h
logBt(h) = −

c′h
h
X̃t −

dh
h

= −
c′1,h
h

Xt −
c′2,h
h

Xt−1 −
c′3,h
h

Xt−2 −
dh
h

, h ≥ 1 ,

(6)

where ch and dh satisfies, for h ≥ 1, the recursive equations:





ch = −ẽ1 + Φ(o)′ch−1 + (Σ(o)γ)′c1,h−1 ,

dh = c′1,h−1(ν
(o) + Σ(o)γ0) +

1
2
c′1,h−1Σ

(o)Σ(o)′c1,h−1 + dh−1 ,
(7)

where :

Φ(o) =




Φ
(o)
1 Φ

(o)
2 Φ

(o)
3

I3×3 03×3 03×3

03×3 I3×3 03×3




is a (9× 9) matrix ,

with initial conditions c0 = 0, d0 = 0 (or c1 = −ẽ1, d1 = 0), where ẽ1 is the (9 × 1) vector with

all entries equal to 0 except the first one equal to 1, and where c1,h is the vector of the first 3

components of the 9-dimensional vector ch (Proof: straightforward).

So, Rt(h) is an affine function of the factor X̃t, that is of the three most recent lagged values of the
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3-dimensional factor Xt+1. Note that the risk-neutral dynamics of Xt is given by:

Xt = (ν(o) + Σ(o)γ0) +

3∑

j=1

(Φ
(o)
j + Σ(o) γj)Xt−j + ξ

(o)
t , ξ

(o)
t

Q
∼ IIN(0,Ω(o)) .

Joslin, Priebsch and Singleton (2010) [JPS (2010), hereafter] also have recently specified their

yield curve model as a particular Near-Cointegrated VAR(1) model. They handle the bias problem

by imposing the largest eigenvalue of the historical autoregressive matrix to be equal to the (close

to one) largest eigenvalue of the risk-neutral one. It is also important to stress that the presence

of p lagged factor values in (6) does not allow to conclude that the macro factor Xt is spanned by

the yield curve at the same date. Indeed, at date t we could build from (6) a system with nine

observed yields Rt (say) and nine unknowns (the components of X̃t) that we could solve to obtain

Xt, for instance, but the same procedure applied at dates t+1 and t+2 would give different values

for Xt since the observed yields do not exactly satisfy equation (6). In order to correctly invert the

yield curve formula, we have to introduce in (6) the lag operator L and once we write (with obvious

notation) the system Rt = (C1 + C2 L+ C3 L
2)Xt + D = C(L)Xt + D, we find by inversion of C(L)

that the Xt is function of present and past values of the yield curve, and not just the current one

like in the case where there is only one lag in the VAR.

4.2 Risk Sensitivity Parameter Estimates

The estimation of historical and risk sensitivity parameters follows a consistent two-step procedure,

as adopted, among the others, by APW(2006), Monfort and Pegoraro (2007), and Garcia and Luger

(2007). The estimation of risk sensitivity parameters θγ = (γ0, γ1, γ2, γ3) is obtained by constrained

nonlinear least squares (CNLLS), using the observations on yields with maturities different from

those used in the first step (that is, maturities ranging from 2-quarters to 36-quarters) and taking

the historical parameters at their NCVAR(3) estimated values. A constraint is imposed in order to

satisfy the no arbitrage restriction on the 10-years yield (the long rate). This Constrained NLLS
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estimator is given by: 



θ̂γ = Argminθγ S
2(θγ)

S2(θγ) =
∑

t

∑

h

(Robs
t (h)− Rt(h))

2 ,

s. t. c40 = −40 (1, 1, 0)′ , d40 = 0 ,

(8)

where, for each date t and maturity h, Rt(h) is the theoretical yield determined by formula (6)

in which the vector of parameters θ(o) has been replaced by θ
(nc)
T (λ∗), and Robs

t (h) indicates the

observed one. Risk sensitivity parameter estimates of the Near-Cointegrated VAR(3) factor-based

term structure model are presented in Table 39. It is interesting to point out that our NCVAR(3)

model has under the risk-neutral probability a degree of persistence larger than under the historical

one, since its largest root is 0.994 in the first case and 0.987 in the second one. So, our framework

implies a largest historical root much bigger the one based on the unconstrained VAR(3) model

(0.93), but smaller than the risk-neutral one [compare with JPS(2010)].

γ0 γ1 γ2 γ3
rt -0.234 102.009 102.622 -13.795 21.063 12.619 -21.957 -97.484 -13.044 0.455

[-4.912] [6.615] [5.374] [-4.721] [0.881] [0.460] [-7.432] [-7.202] [-0.823] [0.187]
St 0.022 49.605 92.903 -1.080 -98.565 -81.329 7.816 34.913 35.646 -3.002

[0.331] [1.812] [2.707] [-0.182] [-2.227] [-1.601] [1.391] [1.595] [1.344] [-0.687]
gt 1.615 72.856 156.141 -44.240 -253.550 94.835 8.570 82.669 -422.016 55.639

[1.460] [0.165] [0.284] [-0.503] [-0.361] [0.119] [0.099] [0.240] [-1.019] [0.865]

Table 3: Risk sensitivity parameter estimates for the NCVAR(3) factor-based term structure model. t-values are

in brackets.

4.3 Cross-sectional reliability of the weighting parameter

The purpose of this section is to provide, first of all, a further argument of the reliability of the

value λ∗ = λ∗(40) ≈ 0.26, besides those mentioned at the end of Section 3, and also to show the

ability of our yield-to-maturity formula to explain the observed interest rates variability in terms

of fitting performance.

9The risk sensitivity parameter estimates (obtained by CNLLS) of the CVAR(3), VAR(3) and VAR(1) factor-based
term structure models are presented in Table a.xiii).
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The reliability check of the estimated averaging parameter is done in the following way: instead

of using criterion (4) to fix λ, we fix it at the same time as the risk sensitivity parameters θγ =

(γ0, γ1, γ2, γ3), by minimizing the fitting error of the whole yield curve, that is by using the CNLLS

methodology (8). This value is found to be λ∗∗ = 0.256, very close to λ∗(40) ≈ 0.26.

NCVAR(3) NCVAR(3) CVAR(3) VAR(3) VAR(1)
[λ∗∗ = 0.256] [λ∗ = 0.262]

Mean 16.79 16.81 16.91 16.86 18.76
Median 12.11 12.22 12.89 12.55 16.02
Std. Dev. 13.80 13.88 14.02 13.96 15.23

Table 4: Annualized Absolute Pricing Errors (Basis Points).

As far as the in-sample fit is concerned, we compare in Table 4 the annualized absolute yield-to-

maturity errors of our selected NCVAR(3) factor-based term structure model with the performances

of the competing CVAR(3), VAR(3) and VAR(1) yield curve models. For each date t and each

estimated model, we compute, over the maturities used to estimate the risk sensitivity parameters

θγ = (γ0, γ1, γ2, γ3), the pricing error in the following way:

PEt =

∑
h |R

obs
t (h)−Rt(h)|

H
, (9)

where Robs
t (h) and Rt(h) are, respectively, the (annualized) observed and model-implied yields, and

where H denotes the number of maturities used to estimate θγ . Given the time series PEt, we

calculate for each model the associated mean and standard deviation. We see from table 4 that the

fitting based on the NCVAR(3) estimates is slightly better than the one based on the CVAR(3) and

VAR(3) estimates and much better than the one based on the VAR(1) model [see table a.xiv) for

further details]10.

10We have also verified, working with Campbell-Shiller regressions, the ability of our approach to explain the
observed violation of the Expectation Hypothesis theory over the maturity spectrum, with VAR(1) and VAR(3)
models failing for short maturities [see Jardet, Monfort and Pegoraro (2010), Table a.xv), for details]. We also have
considered the case of a weighting parameter λ optimally selected on the basis of a criterion of interest like the
forecast of yields over several horizons, and found that our model is again able to provide a large reduction of the
associated root mean squared forecast errors [see Jardet, Monfort and Pegoraro (2009c)].
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5 The NCVAR-based Term Premia Measure

The first subsection briefly introduces the concept of term premium, while the second one presents a

comparison of the NCVAR(3)-based term premia measures with the ones extracted by the CVAR(3),

VAR(3) and VAR(1) models, as well as the Kim and Wright (2005) one (for the 10-year horizon).

5.1 Definition of the term premia

Let us consider Rt(h) and rt, that is, the yield of maturity h periods at time t, and the short rate.

The former can be written as Rt(h) = EXt(h) + TPt(h), where:

EXt(h) = −
1

h
logEt

{
exp

[
−

h−1∑

j=0

rt+j

]}
(10)

denotes the expectation part of Rt(h), and

TPt(h) = Rt(h)− EXt(h) (11)

is, by definition, the h-period term premium. Note that, since Rt(h) = − 1
h
logEQ

t

{
exp

[
−
∑h−1

j=0 rt+j

]}
,

Q denoting the risk-neutral probability measure, the term premium thus defined is unbiased in

the sense that it is equal to zero if risk-neutral and historical dynamics are identical. Also note

that EXt(h) is easily computed using the recursive equations (7), with γ0 = 0 and γ = 0 [see also

Bernanke, Reinhart and Sack (2004)]. The spread of maturity h periods at time t, St(h) = Rt(h)−rt

can then be written as St(h) = EXSt(h)+TPt(h), where EXSt(h) = EXt(h)−rt is the expectation

part of the h-period spread.

5.2 Comparison of term premia measures

On the basis of the results presented in Section 3.2.2, our NCVAR(3) estimation provides (in terms

of RMSFE, and among the competing models) the best measure of the 10-year term premium, that
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is, the best decomposition of the long-term spread into expectation part EXSt(40) and TPt(40). Let

us consider a statistical comparison with the one extracted by the CVAR(3), VAR(3) and VAR(1)

specifications (see table 5 and figure 6).

NCVAR(3) CVAR(3) VAR(3) VAR(1)
Mean 1.35 1.43 1.25 1.19
Std. Dev. 1.08 1.09 1.62 1.47
Corr. with St 0.77 0.92 0.32 0.20

Table 5: Descriptive statistics of TPt(40) measures obtained from NCVAR(3), CVAR(3), VAR(3) and VAR(1)

models. Corr. is the coefficient of correlation between TPt(40) and St.

As can be seen from table 5, our preferred measure of the term premium, based on the NCVAR(3)

estimation, is the more stable one. It is less correlated with the spread than the CVAR(3)-based

measure, but more than the VAR(3) and VAR(1) ones. In other words, our preferred NCVAR(3)

estimation leads to a term premium that drives a great part of the spread variability, but not the

quasi-totality, as it is the case for the CVAR(3) model in which EXSt(40) is close to zero11 (see

figure 6). Looking at figure 6, we also see that the NCVAR(3)-based term premium measure moves

between the measures obtained from the VAR(3) and CVAR(3) models. We also report, in figure 6,

recessions (shaded bars) as dated by the National Bureau of Economic Research. We observe that

the preferred (NCVAR-based) measure of term premium is, coherently with typical macro wisdom

and in contrast with Rudebusch and Wu (2008) and Bauer (2010), clearly contra-cyclical. Figure 6

also highlights that the favored decomposition assigns the majority of the 10-year yield movements

to the EXt(40) term, without overestimating its magnitude and variability as in the CVAR(3) case.

In contrast, the OLS-based VAR decompositions of Rt(40), based either on a VAR(3) or a VAR(1)

model are strongly affected by the persistence problem and provide a completely different picture

in which the long-term yield variability is driven by the term premium component [as in Kim and

Orphanides (2007) and Beechey (2007)]. Observe also that our decomposition, coherently with the

literature [see Backus and Wright (2007), Cochrane and Piazzesi (2008) and the references therein],

11When the short rate is considered as an I(1) (non stationary) process, the expectation part of the 10-year interest
rate, EXt(40), is very close to the short rate and, thus, the expectation part of the spread, EXSt(40), is close to
zero, making the 10-year spread almost equal to the term premium. This result highlights one of the limits of the
CVAR approach for computing the term premium.
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Figure 6:
Comparisons of model-based EXt(40) (grey dashed line), TPt(40) (grey solid line) and EXSt(40) (black dashed line)

measures from NCVAR(3), CVAR(3), VAR(3) and VAR(1) models. The black solid line denotes Rt(40), and shaded

areas indicate recession periods (NBER).

explains the conundrum episode (from June 2004 to June 2006) by a sharp decrease of the term

premium that exactly offsets the rise of expectation part. From figure 7 we can easily verify that

these comments apply also to the decomposition of the 5-year interest rate and spread.

In figure 8 we consider a comparison with the TPt(40) measure taken by Rudebusch, Sack and

Swanson (2007) as a representative one of the five they compare in their paper, namely the Kim

and Wright (2005) measure (available only till 1990). This graph shows that, between the last

two recessions in the sample, our NCVAR(3) measure displays similar features, including peaks

and trough. Nevertheless, significant differences between these two measures are observed in the

period 2001-2004 during which, the NCVAR(3) term premium is substantially higher than the

Kim-Wright’s one12. In particular, we note that the rise and the decrease of the term premium in

12During this period, the values of the NCVAR(3)-based measure of the term premium are closer to those obtained
with the Rudebusch and Wu (2008) measure. Nevertheless, the latter seems to be neutral with respect to the business
cycle [see Rudebusch, Sack and Swanson (2007) for further details].
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Figure 7:
Comparisons of model-based EXt(20) (grey dashed line), TPt(20) (grey solid line) and EXSt(20) (black dashed line)

measures from NCVAR(3), CVAR(3), VAR(3) and VAR(1) models. The black solid line denotes Rt(20), and shaded

areas indicate recession periods (NBER).

the 2001 recession and in the 2004 conundrum episode, respectively, is more pronounced with the

NCVAR(3) model. For comparison purposes we also present, in figure 8, the 10-year term premium

obtained from the VAR(1) model à la Ang, Piazzesi and Wei (2006). In recent years, the VAR(1)

measure tends to severely underestimate the risk level compared with our preferred measure.

6 NIRF Analysis of the Term Premia

6.1 Motivating the New Information Response Function (NIRF) approach

There exists an extensive literature emphasizing the predictive power of the spread of interest rates.

However little is known about the specific contribution of each component of the spread, its expec-

tation part and the term premium, in the explanation of this fact. This lack of agreement mainly

concerns the specific effect of the term premium on future GDP. While practitioners view tends
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Figure 8:
Comparing NCVAR-based TPt(40) measure with Kim and Wright (2005).

NCVAR(3) model (blue solid line); Kim and Wright (2005) model (grey solid line); VAR(1) model (dotted line).

to suggest a negative relationship between both variables, empirical findings, most of them based

on static regressions, seem to indicate either the opposite effect, or a non significant relationship.

Hamilton and Kim (2002), and Favero, Kaminska and Södestrôm (2005), for instance, tend to con-

clude to a positive and significant relationship between the term premium and future activity. In

contrast, Ang, Piazzesi and Wei (2006), Rudebusch, Sack and Swanson (2007), and Rosenberg and

Maurer (2007) do not find significant link between the level of the term premium and future output

growth.

In this section, we try to shed light on this debate by proposing a dynamic analysis of the

relationship between the term premium and economic activity. More precisely, we are interested

in measuring the differential impact of a shock on the term premium on the real GDP. For that

purpose we follow the New Information Response Functions approach (NIRF thereafter) proposed

by Jardet, Monfort and Pegoraro (2009b). This approach seems to be particularly well suited to

our question of interest. First, it allows a direct analysis of the effects of a new information on

any unobservable variable that is a filtered variable of our state process Xt = (rt, St, gt)
′, the term

premium in our case. Second, constraints on this new information can be easily imposed. As we

will show below, the latter point is particularly convenient to disentangle specific impact of a shock

on the term premium from a shock on the expectation part of the spread.
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In what follows, we consider that the dynamics of the 3-dimensional state processXt = (rt, St, gt)
′

is given by the Near-Cointegrated VAR(3) model described in the previous sections. Response func-

tions obtained from our NCVAR(3) model are compared with those obtained from three competing

models, VAR(3), CVAR(3) and the Ang-Piazzesi-Wei VAR(1) model. In doing so, we aim at

analysing how our decomposition of the spread alter conclusions about the relationship between

term premium and economic activity.

The first subsection summarizes the methodology, the second one focuses on the definition of

the shocks, while the last one presents the responses to a shock on the spread, and to a shock on

its expectation part and its term premium component.

6.2 Definition of New Information Response Functions

Let us consider a n-dimensional VAR(p) process Xt, possibly non-stationary. We denote by ηt

its innovation process. We want to measure the differential impact on Xt, t = 1, ..., T , of a new

information I0 at date t = 0 (by convention). Typically, this new information will be the value h0

taken by some function h(η0) of the innovation of the process at t = 0. More precisely, the NIRF

is defined by:

NIRF (t) = E
(
Xt | I0, X−p

)
− E

(
Xt|X−p

)
, t ≥ 0 ,

where X−p = (X ′

−1, ..., X
′

−p)
′. Exploiting the linearity of the model we can show that NIRF (t) =

Dt δ with δ = E(η0 | h(η0) = h0), and Dt is the t
th Markov matrix coefficient of the MA representa-

tion of Xt [see Jardet, Monfort and Pegoraro (2009b)].

This general concept of NIRF includes standard Impulse Response Functions like orthogonal-

ized shocks, Uhlig (2005)’s impulse vectors, structural shocks or Pesaran and Shin (1998) ”general-

ized” IRF. But the New Information Response Function is useful in a much more general context,

in particular when considering shocks on filtered variables. More precisely, let us consider a m-

dimensional process X̄t obtained by applying a linear filter on Xt, namely X̄t = F (L)Xt where

F (L) = [F1(L), ..., Fn(L)] is a (m × n) matrix of polynomials in the lag operator. The innovation
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of X̄t at t = 0 is η̄0 = F (0) η0. Therefore, if the new information at t = 0 is h̄(η̄0) = h̄0, the

NIRF is NIRF (t) = Dt δ with δ = E(η0 | h̄ [F (0)η0] = h̄0). Obviously, the new information may

also be made of an information on both η0 and η̄0: h(η0) = h0 and h̄(η̄0) = h̄0, or h(η0) = h0

and h̄(F (0)η0) = h̄0. For our question of interest, X̄t corresponds to the term premium or the

expectation part of the spread.

6.3 Definition of the shocks

Given the affine structure of our model, the expectation part of the spread EXSt(40) and the term

premium TPt(40) are obtained by applying a linear filter to Xt = (rt, St, gt)
′:

EXSt(40) = F1,1(L)rt + F1,2(L)St + F1,3(L)gt (12)

TPt(40) = F2,1(L)rt + F2,2(L)St + F2,3(L)gt . (13)

Hence, the innovation at t = 0 of EXSt(40) and TPt(40), denoted by η̄0,1 and η̄0,2 respectively are:

η̄0,1 = F1,1(0)η0,1 + F1,2(0)η0,2 + F1,3(0)η0,3 (14)

η̄0,2 = F2,1(0)η0,1 + F2,2(0)η0,2 + F2,3(0)η0,3 , (15)

where η0,1, η0,2 and η0,3 are the innovations at t = 0 of rt, St and gt respectively. In addition, by

construction, we have η0,2 = η̄0,1 + η̄0,2
13.

In what follows, we first define the shock on the term premium as a shock on a spread that is

completely generated by a move of the term premium. More precisely, we are interested in the

dynamic effects of a 1 percentage point increase in the spread that would be completely due to a

1 percentage point increase in its term premium. In other words, the term premium shock is such

that at date t = 0 (date of the shock) the innovation of the expectation part of the spread is zero.

Given our notation, this implies the following constraints η̄0,1 = 0, η̄0,2 = 1. In addition, we have to

13This implies that the Fi,j(0) verify F1,1(0) + F2,1(0) = 0, F1,2(0) + F2,2(0) = 1 and F1,3(0) + F2,3(0) = 0
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remember that interest rates are observed at the end of the period (end-of-quarter observations),

and they contain an information covering a following period corresponding to the residual maturity,

whereas gt is the growth rate of GDP between t− 1 and t, and contains an information on the two

previous quarters. Therefore, a shock on the spread, or on one of its components, occuring at date

t (end of the quarter), should have no effect on the growth rate of real GDP between t − 1 and t.

Accordingly, we impose an additionnal restriction to ensure that the growth rate of real GDP does

not respond instantaneously to this kind of shocks. This implies the restriction η0,3 = 0.

Finally, a shock on the term premium at date t is fully characterized by the new information

ITP
0 = {η̄0,1 = 0, η̄0,2 = 1, η0,3 = 0}. Given our definition of the NIRF , we have to determine the

value of the vector δTP = E(η0|I0) = E(η0 | η̄0,1 = 0, η̄0,2 = 1, η0,3 = 0). Then, δTP =
(
δTP
1 , 1, 0

)
′

with, from equation (15), δTP
1 = E(η0,1 | I

TP
0 ) =

1−F2,2(0)

F2,1(0)
.

Conversely, a shock on the expectation part of the spread is defined as a shock on the spread

that is entirely due to a move of its expectation part at the date of the shock (t = 0). More

precisely, we focus on dynamic effects of a 1 percentage point increase in the spread that would

be completely generated by a 1 percentage point increase in its expectation component. Given

our notations, the new information now includes η̄0,1 = 1 and η̄0,2 = 0. For reasons mentioned

above, we also assume that this increase has no instantaneous effect on the real GDP, that is

η0,3 = 0. Finally, the shock on the expectation part of the spread is fully characterized by the

new information IEXS
0 = {η̄0,1 = 1, η̄0,2 = 0, η0,3 = 0}. From equation (14) we immediately

obtain δEXS =
(
δEXS
1 , 1, 0

)
′

where δEXS
1 = E(η0,1 | I

EXS
0 ) =

1−F1,2(0)

F1,1(0)
. For sake of comparison,

we also report the response of GDP to a shock on the spread, say a 1 percentage increase in the

spread, without disentangling which of its component is behind this shift. In this case, the new

information is IS0 = {η0,2 = 1, η0,3 = 0}. Hence, δS = E(η0|η0,2 = 1, η0,3 = 0) = (δS1 , 1, 0)
′, where

δS1 = E(η0,1|η0,2 = 1, η0,3 = 0). In the gaussian case, δS1 is the coefficient of η0,2 in the theoretical

regression of η0,1 on η0,2 and η0,3.

Note that, since δTP =
(
δTP
1 , 1, 0

)
, δEXS =

(
δEXS
1 , 1, 0

)
and δS =

(
δS1 , 1, 0

)
, it is always possible
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to find a scalar µ such that δS = µδEXS+(1−µ)δTP . Therefore, responses to a shock on the spread

are linear combinations of responses to a shock on its expectation part and the term premium with

weights summing to one14.

6.4 Responses of the GDP to a shock on the spread or its components

Figures 9, 10 and 11 report responses of the real GDP to a 1 percentage point shock in the 10-year

spread, the expectation part of the spread and the term premium, as defined previously15.

Regarding the shock on the spread (figure 9) we observe that an increase in the spread of 1

percentage point (that is 4 percentage point in annual basis) leads, after 20 quarters, to an increase

in real GDP that ranges between 4% (that is an annual average growth rate equal to 0,8%) and

3% (average annual growth rate of 0,6%) depending on the model. This result confirms the well

documented empirical finding of a positive relationship between the slope of the yield curve and

future activity. In addition responses of real GDP obtained with CVAR(3), VAR(3) and NCVAR(3)

models are very similar. Responses obtained from a VAR(1) models are smaller, but display the

same tendency.

We obtain the same kind of conclusions with a shock on the expectation part of the spread

(figure 10): responses obtained with the four models are not very different. With all the models, a 1

percentage point increase in the spread that is entirely caused by a 1 percentage point increase in its

expectation part leads to an increase in future real activity (with a range between 3% and 4% after

20 quarters). This confirms the conventional interpretation of the predictive power of the spread

which suggests that this shock could be interpreted as a monetary policy shock. According to this

view, the increase in the expectation part of the spread is caused by an expansionary monetary

14Let denote by NIRFS(t), NIRFTP (t) and NIRFEXS(t) the New Information Response Functions at date t
to shock on the spread, the term premium and the expectation part of the spread respectively. By definition of the
NIRF , we have NIRFS(t) = Dtδ

S , NIRFTP (t) = Dtδ
TP , NIRFEXS(t) = Dtδ

EXS . With δS = µδEXS + (1 −
µ)δTP , we immediately obtain: NIRFS(t) = µNIRFTP (t) + (1− µ)NIRFEXS(t).

15See Jardet, Monfort and Pegoraro (2009c) for the responses of yields of various maturities and responses of
their corresponding term premia and expectation components to these shocks. In addition, in Jardet, Monfort and
Pegoraro (2010), we also report responses of the real GDP to a 1 percentage shock in the h-year spread and its
component, for h = {1y, 5y}.
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Figure 9: Response of GDP to a shock on the 10-year spread

policy, that is a decrease in the short term interest rate16 that improves the economic financing

condition and finally boosts economic activity.

Finally, figure 11 shows responses of real GDP to a 1 percentage point increase in the spread

that is entirely due to a 1 percentage point increase in its term premium (the term premium shock).

Contrary to previous cases, shock on the term premium generates responses of real GDP that are

very different depending on the model considered. More precisely, responses of real GDP obtained

after a shock on the VAR(1) model are close to zero. This result confirms empirical results of Ang,

Piazzesi and Wei (2006) which are based on a VAR(1) framework and on static regressions, and

conclude to a no significant relationship between the term premium and future activity. Conversely,

responses obtained from VAR(3), CVAR(3) and NCVAR(3) models indicate a negative relationship

for short horizon (smaller than one year), whereas it is positive for longer horizon (after 20 quarters

the increase in the real GDP ranges between 3% and 4, 5%). A similar result has been recently

shown in Joslin, Priebsch and Singleton (2010) by means of their Markovian of order one term

structure model characterized by spanned and unspanned macro risks. They show that a shock in

the ”in-nine-for-one”’ forward term premium mainly affects industrial production growth by means

16See Jardet, Monfort and Pegoraro (2009c) for details regarding responses of the short rate and rates of various
maturities to these shocks. More precisely, we observe that a shock on the expectation part of the spread leads to
a decrease in the short term interest rate. In addition, we show that responses of various variables obtained after a
shock on the short term interest rate, which could be interpreted as a monetary policy shock, are close to the ones
obtained with a shock on the expectation part of the spread.
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of its unspanned component, while the spanned one is found to be unaffected. Our NCVAR(3) yield

curve model, like the VAR(3) and CVAR(3) models, in which macro risk is spanned by present and

past values of the term structure, provides an alternative route to explain the effect of term premia

shocks on future economic activity.
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Figure 10:
Impulse response of GDP to a shock on the

expectation component of the 10-year spread.
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Figure 11:
Impulse response of GDP to a shock on the

10-year term premium.

To give an economic explanation to the response of the term premium shock is not straightfor-

ward because we need more ingredients to be able to interpret accurately the shock, such as for

instance inflation, private investment or government spending. Notwithstanding, the shape of the

response, a decrease followed by an increase in the GDP, provide us some insight about the nature

of the shock. For instance, we can conjecture that the term premium shock could be compared

with a shock on government spending that would be financed by an issue of long term bonds [see

also Greenwood and Vayanos (2008)]. Such a policy can generate two opposite effects on activity.

First, higher long term interest rates tends to reduce private investment, and have negative effect

on real GDP. Second, public investment tends to boost activity. Our results suggest that the first

effect dominates in the short run, explaining the decreasing trend of real GDP during the first year,

and is progressively offset by the second effect, leading the real GDP to increase in the long run.

Of course, at this stage of our analysis we can only venture some interpretation that one has to

verify with a more accurate macroeconomic (structural) model [see, for instance, Rudebusch and
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Swanson (2008)]. In addition, we can think that the ambiguity found in empirical results based on

static regressions of the term premium component on future activity, could stem from the changing

sign of this relationship over the period that follows the shock.

Finally, based on our ”preferred” NCVAR(3) estimation, our results seem to speak in favor of

a positive long run relationship between the term premium and future activity. In addition, this

analysis highlights that the model used in measuring the term premium is a key element when

one wants to gauge whether or not shifts in the term premium affect future activity. Notably, the

number of lags seems to be critical. This point appears to be less important when one focuses on

the effects of a shock on the spread or on its expectation part.

7 Conclusions and Further Developments

In this paper we have proposed potential solutions to the computation of the term premia and

to their ambiguous relationship with future economic activity. This problem has been handled,

first, by using an averaging estimator [à la B. Hansen (2010)] to draw reliable forecasts from a

(Near-Cointegrated) VAR(3) model in order to extract reliable term premia measures. The term

premia thus obtained provide a decomposition of the long yields which are quite different from

those obtained by the VAR(3), CVAR(3) or VAR(1) models, especially in the recent years. Then,

the general concept of New Information Response Function (NIRF ), introduced by Jardet, Monfort

and Pegoraro (2009b), has been used to study the effects on future GDP growth induced by a

shock on term premia. The two new features of our econometric approach, namely the averaging

estimation and the number of lags, play an important role in the empirical findings, the first feature

being central for the computation of the term premia and the second one for the evaluation of the

responses to shocks.

From a macroeconomic point of view, the starting point of our analysis has been a 3-dimensional

VAR model with GDP growth [as in APW (2006)] that guarantees at the same time a parsimonious

parametrization of the model and ease of estimation. It is clear that it would be useful to extend the
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state vector in order to introduce other relevant information like the inflation rate [see Bikbov and

Chernov (2010)]. This variable is another well known nearly non-stationary process that provides an

additional source of persistence that one has to handle (in addition to the interest rate persistence)

in order to provide reliable measures of inflation and real rate expectations (and associated real rate

and inflation risk premia). The objective of an ongoing research work is to extract these measures

by means of the Near-Cointegrated modelling and to consider a comparison with other approaches

where yield and inflation persistence is taken into account by means of additional data sources like

survey forecasts on interest rates and inflation rates [see Kim and Orphanides (2005) and Chernov

and Mueller (2008)].

From an econometric point of view, it is also known that the persistence problem (and associ-

ated forecast performances) can be tackled in a way different from the above mentioned averaging

estimator. For instance, it would be possible to try to extend to macro-finance models the switch-

ing regime approach which has been used successfully in pure finance models [see Bansal and Zhou

(2002), Bansal, Tauchen and Zhou (2004), Dai, Singleton and Yang (2007) and Monfort and Pe-

goraro (2007)] and thus checking how persistence properties are transformed within each regime

and verify if prediction performances improve [see Veronesi and Yared (2000), Evans (2003), Ang,

Bekaert and Wei (2008) and Bikbov and Chernov (2008)]. Another possibility could be the shift-

ing endpoint methodology of Kozicki and Tinsley (2001a, 2001b). A comparison between these

methodologies and the Near-Cointegrated one will be considered in future research.
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