Abstract

In this article, we distinguish between two types of liquidity problems called respectively liquidity frictions and illiquidity events. The first one is related to order imbalances that are resorbed within the trading day. It can be assimilated to "immediacy cost" and impacts the traded volume at the intraday and daily frequencies while affecting the price increments only at the intraday periodicity. The second one is inherent to the long lasting liquidity problems and is responsible for the time-dependence of the daily returns. We extend the MDHL framework of Darolles et al. (2010) to account for the presence of the illiquidity events. We then propose a two-step signal extraction formulation of the MDHL model in order to separate the two liquidity problem impacts on the daily returns and volume. We also provide, for a set of FTSE100 individual stocks, long lasting illiquidity indicators.
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1 Introduction

Recent financial crisis, such as that of August 2007, highlight the importance of liquidity in the viability of financial markets. Liquidity problems can be inherent to both transaction costs and to the risk that immediacy may completely dry up. On the one hand, liquidity problems can be assimilated to the "cost of immediacy" supported by liquidity demanders. At the same time, they represent a source of trading for liquidity suppliers, such as intraday statistic arbitragers, who exploit short term negative correlation and provide immediacy when needed. In return, they require a liquidity premium for bearing the inventory risk as well as the risk of exchanging against an informed trader. On the other hand, liquidity problems represent an important source of risk to any investors. This risk is related to the possibility that liquidity might disappear from the market resulting in important losses. To illustrate this point, recall that during the week of August 6, 2007, a number of high-profile and highly successful quantitative long/short equity hedge funds experienced unprecedented losses. As discussed by Khandani and Lo (2007), "the losses were initiated by the rapid unwinding of one or more sizable quantitative equity market-neutral portfolios [which] was likely the result of a sudden liquidation by a multi-strategy fund or proprietary-trading desk, possibly due to margin calls or a risk reduction". Brunnermeier and Pedersen (2009) explain how these (destabilizing) margins resulting from imperfectly informed financiers amplify with trader capital losses as well as highly volatile markets and cause liquidity dry up spirals. This can be a source of trading for another type of statistical arbitragers who exploit positive long term correlations.

Measuring liquidity is not an easy task since account should be taken not only of the distinction between the two aforementioned liquidity problems, but also of their dynamic character through time. This study exploits the framework of Darolles et al. (2011) in order to analyze liquidity risk affecting stock markets and extract a dynamic liquidity measure from the observed time series of daily returns and traded volume.

Based on Grossman and Miller (1988) framework, Darolles et al. (2011) suggest that the
presence of liquidity frictions due to trade asynchronization motivates the intervention of liquidity arbitragers which increases the daily traded volume. The liquidity arbitragers, who track market imperfections, provide liquidity when needed. They react to market volatility rather than being responsible for it and contribute to the resorption of (part of) the intraday volatility resulting from liquidity shocks. Assuming that the liquidity frictions are resorbed within the trading day, the authors extend the standard mixture of distribution hypothesis (MDH in the following) model of Tauchen and Pitts (1983) by accounting for liquidity shock impact on stock returns and traded volume. The resulting MDHL\(^1\) model explains the contemporaneous stochastic dependence between daily volatility and volume by the interaction of information arrivals and liquidity frictions. It represents the reduced econometric form of the microstructure model of Grossman and Miller (1988) extended at the daily frequency\(^2\) by Darolles et al. (2011). The MDHL model facilitates the estimation of the impact of liquidity frictions on the daily price changes and traded volumes. In particular, it allows us to decompose the daily traded volume into two components due to two unobservable variables, namely, information and liquidity shocks. The MDHL model provides a static stock-specific liquidity indicator using daily data. The liquidity events are a source of trade rather than a source of risk for the liquidity arbitragers\(^3\). For the active traders, the liquidity frictions result in immediacy costs only\(^4\).

The MDHL model does not account for long lasting liquidity problems. However, assuming that the liquidity events are resorbed within the trading day is quite unrealistic. In particular, liquidity problems can last several days and even exacerbate. In this case, the closing prices will not reveal the full information set. These situations, which convey the

---

\(^1\)Mixture of distribution hypothesis with liquidity shocks.

\(^2\)Recall that Grossman and Miller (1988) provide a structural framework in order to model the presence of liquidity frictions at the intradaily frequency. Darolles et al. (2011) extend the microstructure model of Grossman and Miller (1988) at the daily level in order to model the impact of liquidity frictions in daily traded volume. They show that the presence of liquidity frictions increases the daily volume while leaving unchanged the daily price changes.

\(^3\)They are supposed to liquidate their positions at the next intraday date once prices are back to equilibrium as new active traders arrive with the opposite order imbalance.

\(^4\)They exchange at an disadvantageous price at the profit of the arbitrage participants unless they decide to report their trade to the next (intraday) exchange.
signal that the market faces difficulties to maintain liquidity, can be transformed in liquidity dry up premises in the sense of Brunnermeier and Pedersen (2009). As discussed by the authors, market liquidity can suddenly and radically dry up when market participants face destabilizing funding constraints. The margins are called destabilizing when they increase with market price volatility and arise when imperfectly informed financiers$^5$ interpret price variance due to liquidity frictions as fundamental volatility. The extreme case is related to market dry up liquidity persisting over several days which leads to liquidity spirals and liquidity crisis. The MDHL model provides a time-invariant stock-specific liquidity measure in normal time periods when the market is not under stress. However, as liquidity is time-varying and persistent [see for example Amihud (2002), Chordia et al. (2001b), Chordia et al. (2001a), Hasbrouck and Seppi (2001), Huberman and Halka (1999) and Jones (2001)], an interesting extension would be to construct a dynamic liquidity measure.

In this paper, we extend the MDHL model in order to account for long lasting liquidity problems and thus provide a structural interpretation of the dynamic properties of daily returns and volumes. The idea behind our reasoning is to distinguish between two types of liquidity problems that we call liquidity frictions and illiquidity events, respectively. On the one hand, the liquidity frictions are short lasting and are represented by the intraday order imbalances that are resorbed within the trading day. They impact the traded volume at the intraday and daily frequencies while affecting the price volatility only at the intraday periodicity. The liquidity frictions are a source of trade for the liquidity arbitragers who liquidate their positions once prices are back to the equilibrium in order to cash the liquidity premium. They can also be assimilated to the cost of immediacy supported by the active traders. The liquidity frictions correspond to the latent variable $L_t$ of the MDHL model. On the other hand, the illiquidity events correspond to situations where information hitting the market is not entirely incorporated into prices on its arrival day if liquidity problems are

$^5$In the Brunnermeier and Pedersen (2009) framework the "financiers" represent a group of market participants who finance speculators’ positions. The latter group of traders can be assimilated to the liquidity arbitragers of our world.
long lasting. In fact, the market is said to be affected by illiquidity events when only part of market participants are able to trade for any reason. This is due for example to limited trading capacity of traders in the sense of Brunnermeier and Pedersen (2009) which are due to important margin calls or limited exogenous wealth. In this case, their reservation prices reflect only part of the incoming information. These situations are inherent to liquidity risk supported by the market participants who can not liquidate their positions at the fully revealing information price. However, they can be a source of trading for statistical arbitragers who exploit long term dynamics of the time series of returns.

Second, we exploit the triangular structure of the MDHL model to build a two-step methodology in order to extract dynamic liquidity latent factors using daily time series of returns and volume. To do so, we first use a Markov regime switching stochastic volatility model to extract the effect of information shocks from the daily price change time series. In our framework, the dynamics of the information flow variable is due to the presence of illiquidity events. Then, conditional on the estimated variables of the first step, a simple Kalman filter allows us to extract the latent liquidity factor using daily volume observations. This procedure enables us to: (i) capture the impact of illiquidity events in the daily price change and volatility dynamics; (ii) separate the impact of both, the occurrence of illiquidity events and the persistence of liquidity frictions, on the serial correlation of the daily traded volume.

Finally, the contribution of this paper is threefold:

(i) The extended MDHL model accounts for the most harmful side of liquidity problems, the long lasting ones, which make prices deviate from the fundamental value of the assets for a long time.

(ii) Our econometrical set up enables us to isolate the effects of both types of liquidity problems on stock returns. The liquidity frictions, due to trade asynchronization and resorbed within the trading day, increase the daily traded volume. Their impact is measured by the average-volume parameter related to the latent variable $L_t$, which corresponds to the static
liquidity measure developed in Darolles et al. (2011). This liquidity indicator is useful in practice since it allows market participants, such as statistic arbitragers, to detect, on average during a given period of time, the presence of liquidity frictions at the individual stock level and thus select the candidates with significant liquidity-based traded volume. On the other hand, the presence of "illiquidity events" exceeding the intraday perspective, is captured from the dynamic properties of daily price changes. This provides additional insights on stock liquidity and enables market participants to identify equities affected by liquidity risk.

(iii) From a theoretical point of view, our extended framework provides a structural interpretation of the dynamic properties of return time series. The short term liquidity frictions are responsible for intraday dynamics of return and volatility, while the long lasting illiquidity frictions result in daily positive serial correlation of stock returns and squared returns. When working with daily data, the intraday effect of the liquidity frictions can be inferred from the trading volume. From a practical point of view, distinguishing between the two liquidity problems has direct implications for statistical arbitrage strategies. Actually, the statistical arbitrage traders compute the sample serial correlation of stock returns and pick up positive serially correlated stocks to build up momentum strategies, while using the negative serially correlated ones to construct mean reverting strategies. Based on the extended MDHL framework, we suggest that the sample serial correlation coefficients are not sufficient criteria to select stocks for statistical arbitrage strategies. In particular, the empirical autocorrelation functions are not efficient when the observed variables are heteroscedastic. We propose an alternative selection process directly derived from our theoretical framework. For example, a stock may have a first order serial correlation not significantly different from zero and still be affected by liquidity problems whose presence will be empirically detected using the parameters of our model.

The paper is organized as follows. Section 2 introduces our theoretical framework. We first summarize the MDHL model with information and liquidity shocks, and then provide
an extended model accounting for long lasting liquidity problems. Section 3 presents our econometrical methodology to extract information and liquidity latent factors from the daily time series of returns and volume. In Section 4, we apply our econometrical set up to a group of individual stocks belonging to the FTSE100 and discuss the empirical results. Section 5 concludes the article.

2 Theoretical framework

In this section, we first provide a brief summary of the MDHL model with information and liquidity shocks developed in Darolles et al. (2011). Then, we relax the assumption that liquidity frictions are resorbed within the trading day and discuss the model implications. Finally, we propose a signal extraction formulation of the MDHL model in order to provide dynamic liquidity factors.

2.1 The MDHL model

We focus on a single-risky-asset market in which liquidity is determined by the demand and the supply of immediacy. We consider two types of market participants, $J$ active traders and $M$ liquidity arbitragers who trade in response to information flow and liquidity shocks, respectively. Each trading day $t$ ($t = 1, ..., T$) is considered as a succession of intraday market equilibria. The passage from the $i$th equilibrium to the next is triggered by information inflow $I_t$ ($i = 1, ..., I_t$). New information modifies active trader expectations concerning the liquidation value of the asset at the end of the trading day $\tilde{P}$; they decide to rebalance their positions in order to share risk through the market. $I_t$ is assumed to be a random i.i.d. variable. Let $z_{ij}$ be the endowment shock of trader $j$ ($j = 1, ..., J$) given the $i$th piece of information. If all the active traders are present in the market, the aggregated endowment shock across traders is zero $\sum_{j=1}^{J} z_{ij} = 0$ and the $i$th equilibrium price $P_i$ equals its fully revealing information level, $E_i(\tilde{P})$. 
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However, within the \(i\)th equilibrium, the market may face a liquidity event due to asynchronization of order flows. The aggregated endowment shock of active traders being present in the market \((J_i < J)\) represents the order imbalance: \(z_i = \sum_{j=1}^{J_i} z_{ij} \neq 0\). This generates a 2-trading-date process in the sense of Grossman and Miller (1988) which extends from the \(i\)th to the \((i + 1)\)th equilibria and comprises of 2 successive information arrivals hitting the market before trading at date 1 (\(i\)th equilibrium) and before trading at date 2 \((i + 1)\)th equilibrium, respectively. At date 1, liquidity arbitragers enter the market to provide immediacy by trading at an advantageous price at the expense of active traders. In this case, the \(i\)th transaction price differs from the fully revealing price, \(P_i \neq E_i(\bar{P})\). To cash the liquidity premium, arbitrage participants liquidate their positions at the \((i + 1)\)th equilibrium (date 2 of the GM-process), as new active traders arrive with the opposite order imbalance. Because of the intervention of arbitrage traders, in the presence of liquidity shocks, the traded volume due to the \(i\)th piece of information is higher than it would have been if the market were perfectly liquid. The number of liquidity shocks affecting the market for a given trading day \(L_t\) is assumed to be random i.i.d. variable.

Summing the within-day price changes and traded volume due to information and liquidity shocks, yields the daily price change \(\Delta P_t\) and daily traded volume \(V_t\). Assuming that the liquidity frictions affecting the market at day \(t\) are resorbed before the end of the trading day, we show that conditional on \(I_t\) and \(L_t\), \(\Delta P_t\) and \(V_t\) are drawn from a bivariate normal distribution:

\[
\Delta P_t = \sigma_p \sqrt{I_t} Z_{1t},
\]

\[
V_t = \mu_{it} I_t + \mu_{la} L_t + \sigma_v \sqrt{I_t} Z_{2t},
\]

where \(\sigma_p^2\) is the variance of intraday price change; \(\mu_{it}, \sigma_v^2\) are the mean and variance of intraday traded volume due to information flow; \(\mu_{la}\) is the mean of intraday traded volume
due to liquidity frictions\(^6\); \(Z_{1t}\) and \(Z_{2t}\) are mutually independent standard normal variables (and independent of \(I_t\) and \(L_t\)). Equations (2.1)-(2.2) represent the MDHL model implying that information flow impacts both daily price change and traded volume, while only daily volume is affected by random liquidity shocks.

We assume that, conditional on \(I_t\), \(L_t\) has a binomial distribution: \(L_t \sim B(I_t, p)\), with \(p\) being the probability of occurrence of trade asynchronizat on. It follows that the expectation of the observed daily traded volume and its unconditional covariance with squared price change are respectively:

\[
E(V_t) = \mu_v^{at} + pp_v^{la}, \tag{2.3}
\]
\[
Cov(\Delta P_t^2, V_t) = \sigma_v^2(p\mu_v^{at} + pp_v^{la})Var(I_t). \tag{2.4}
\]

The MDHL model enables us to separate the daily traded volume — on average over a given period — into two components due to information flow \(\mu_v^{at}\) and liquidity shocks \(pp_v^{la}\). In particular, \(pp_v^{la}\) represents a static liquidity measure determined by both the amplitude (on average) of order imbalances \(\mu_v^{la}\) and their probability of occurrence \(p\). The model enables us to detect the presence of intraday liquidity frictions by providing a stock-specific liquidity indicator using daily data.

### 2.2 The long lasting liquidity problems

Darolles et al. (2011) assume that the intraday liquidity shocks are resorbed within the trading day and do not impact the daily price change. In the MDHL model framework, this implies that: (i) the whole information hitting the market within a trading day is incorporated into the daily price change; (ii) the intraday liquidity frictions are resorbed within the trading day\(^7\). However, liquidity problems may perpetuate through time and even exacerbate. The question is how to take account, in our framework, of the long lasting

\(^6\)The variance of intraday liquidity-based volume can be considered as \(o(J_J_1)\) when added to \(\sigma_v^2\).

\(^7\)In the MDHL model, there is no liquidity friction when the last trade of the day occurs
liquidity problems?

One natural generalization of our framework, is to simply allow for GM processes to extend across two successive trading days. To do so we should assume that a liquidity friction may occur at the last trade of the day. In this case, it would take more than a single day to prices to reach their fully revealing information level. Moreover, the dynamic properties of intraday price changes and traded volumes implied by Grossman and Miller (1988) and the standard MDHL frameworks would be verified for the daily time series. In particular, this extension would imply: (i) a negative serial correlation for the daily price changes; (ii) a positive serial correlation for the squared price increments and (iii) a negative serial correlation for the daily traded volume. The standard MDHL model would be a particular case of this extended framework when any liquidity friction occurs at the last exchange of the trading day. However, assuming that a single intraday liquidity friction (the last one) drives the dynamic properties of daily time series is quite unrealistic. In fact, the impact of a single intraday liquidity friction on daily price changes and volumes is negligible as compared to the cumulated impact of all of the intraday liquidity frictions and information arrivals hitting the market within a given trading day. In other words, even if the last liquidity friction is not resorbed within the trading day, its impact on the interdaily dynamics of the observed time series is blurred out when the number of pieces of information hitting the market is large. Thus, this extension seems not appropriate in accounting for the long lasting liquidity problems in frequently-traded stock markets.

Here, we consider another possible extension of the MDHL model in order to account for long lasting liquidity problems and thus provide a structural interpretation of the dynamic properties of daily returns and volumes. We distinguish between two types of liquidity problems that we call liquidity frictions and illiquidity events, respectively. The first one is related to short term liquidity problems represented by the intraday order imbalances which are resorbed within the trading day. They impact: (i) the traded volume at the intraday and daily frequencies and (ii) the price changes only at the intraday periodicity by inducing
a negative serial correlation of intraday price increments and positive serial correlation of intraday volatility. The liquidity frictions are a source of mean reverting trades for the liquidity arbitragers who liquidate their positions once prices are back to the equilibrium in order to cash the liquidity premium. They can also be assimilated to the cost of immediacy supported by the active traders. The liquidity frictions correspond to the latent variable $L_t$.

Darolles et al. (2011) provide a static liquidity indicator $p_{\mu_{la}}$ which enables us to detect the presence of liquidity frictions, on average during a given period of time. In practice, this liquidity indicator is interesting from a point of view of intraday statistical arbitragers who can rank stock by increasing order of liquidity arbitrage opportunities as measured by $p_{\mu_{la}}$.

The illiquidity events correspond to situations where information hitting the market is not entirely incorporated into prices on its arrival day if liquidity problems are long lasting. In fact, the market is said to be affected by illiquidity events when only part of market participants are able to trade for any reason. This is due for example to limited trading capacity of traders in the sense of Brunnermeier and Pedersen (2009) which are due to important margin calls or limited exogenous wealth. In this case, their reservation prices reflect only part of the incoming information. These situations are inherent to liquidity risk supported by the market participants who can not liquidate their positions at an advantageous price. In particular, because of margin calls or client liquidity needs, these traders are constrained to liquidate their positions at a given point in time. If the prices do not still reflect their fully information level it becomes difficult for them to correctly evaluate the fundamental value of the assets and thus short their positions at an advantageous price. Concerning a given trading day, intraday trade takes place in the same way as in Darolles et al. (2011) with a multitude of GM-processes. The only difference here is that only part of the potential informed traders participate at the intraday exchanges. This means that only part of the daily information impact will be incorporated in the daily price changes. The remaining part of day-$t$ information adds to day-$(t + 1)$ information set thus causing a positive serial correlation in the information arrival process. The illiquidity events impact the price change
and traded volume at the daily frequency and drive their time-dependencies.

2.2.1 Implications of a simple situation with illiquidity events

To better understand the impact of illiquidity events on daily returns and volume, we begin by considering a simple example with only 2 trading days. Let us consider two consecutive trading days, day 1 and day 2. Each day, only one piece of information hits the market, say $I_1$ and $I_2$. Consider the case where both pieces of information are perceived as good news. Suppose that each trading day consists of three dates, with date 0, being the initial condition, date 1 being a trading date and date 2 being a terminal date. Moreover, let us assume that no intraday liquidity friction occurs during these two days. However, the market is impacted by an illiquidity event occurring at day 1 and implying that only a proportion $x$ of $I_1$ is incorporated in the daily price change.

For notation simplicity, the intraday quantities of interest, such as intraday prices and their increments, are indexed by $(t, d)$, where $t$ indicates the trading day $t = \{1, 2\}$, and $d$ indicates the intraday date $d = \{0, 1, 2\}$. The liquidation value of the asset at a distant point in the future is denoted by $\tilde{P}$. The price prevailing at the beginning of the trading day is $P_{1,0} = E_{1,0} \tilde{P}$ for day 1, and $P_{2,0} = E_{2,0} \tilde{P}$ for day 2. Here, $E_{1,0} \tilde{P} = E_{1,0} E_{1,1} \tilde{P}$ ($E_{2,0} \tilde{P} = E_{2,0} E_{2,1} \tilde{P}$) represents the expectation concerning $\tilde{P}$ before the arrival of new information, $I_1$ ($I_2$), to the market at day 1 (day 2).

Figure 1 illustrates how daily price increment behaves in response to both information shocks and illiquidity events. The dashed lines correspond to the MDH model of Tauchen and Pitts (1983) in which the price moves are a consequence of the new information arrivals. Let $\Delta P'_{1,1} = E_{1,1} \tilde{P} - P_{1,0}$ be the price increment due to $I_1$. As for $I_1$, the trader expectations concerning $\tilde{P}$ will rise, resulting in a positive $\Delta P'_{1,1}$. If the market faces illiquidity events due to the absence of part of the active traders at day 1, the expectation concerning $\tilde{P}$ increases less than if there were no illiquidity problems. In this case, the corresponding price increment is $x \Delta P'_{1,1}$ with $x (0 < x < 1)$ being the proportion of $I_1$ incorporated in the price
Figure 1: Daily price change as a function of information and liquidity shocks.

change. The day-1-price increment, denoted by $\Delta P_1$, is:

$$\Delta P_1 = x\Delta P'_{1,1}. \tag{2.5}$$

The corresponding daily traded volume is:

$$V_1 = xV'_{1,1}, \tag{2.6}$$

where $V'_{1,1}$ represents the traded volume due to $I_1$. In the absence of illiquidity events, we should have $x = 1$, which yields: $\Delta P_1 = \Delta P'_{1,1}$ and $V_1 = V'_{1,1}$.

Suppose that no illiquidity event occurs at day 2 and that $P_{2,0} = P_1$, where $P_1 = P_{1,2} = P_{1,1}$ is the price prevailing at the end of day 1. When $I_2$ hits the market, trader’s expectations concerning $\hat{P}$ will incorporate $I_2$ and part of $I_1$ that was not incorporated in the previous
trading price \((1 - x)I_1\). The resulting daily price increment, denoted by \(\Delta P_2\), is:

\[
\Delta P_2 = \Delta P'_{2,1} + (1 - x)\Delta P'_{1,1}, \tag{2.7}
\]

where \(\Delta P'_{2,1}\) reflects the impact of \(I_2\) on the daily price change and \((1 - x)\Delta P'_{1,1}\) is the price adjustment due to \((1 - x)I_1\). Similarly, the corresponding traded volume is:

\[
V_2 = V'_{2,1} + (1 - x)V'_{1,1}. \tag{2.8}
\]

From (2.5) and (2.7) it follows that the price prevailing at the end of day 2, \(P_2 = P_{2,2} = P_{2,1}\), returns to its fully revealing information level: \(P_2 = P_{2,0} + \Delta P'_{2,1} + (x + 1 - x)\Delta P'_{1,1} = P_{1,0} + \Delta P'_{1,1} + \Delta P'_{2,1}\). This corresponds also to the price that would prevail in the absence of illiquidity event at day 1 (as shown by the dashed lines). Thus, the total price change across days 1 and 2 is not impacted by the presence of illiquidity events:

\[
\Delta P_1 + \Delta P_2 = \Delta P'_{1,1} + \Delta P'_{2,1}. \tag{2.9}
\]

Similarly the total traded volume across days 1 and 2 is:

\[
V_1 + V_2 = V'_{1,1} + V'_{2,1}. \tag{2.10}
\]

### 2.2.2 Generalization

Let \(I_t^*\) be the number of information arrivals hitting the market at day \(t\) that is incorporated into prices during the same trading day. The "\(\ast\)" symbol indicates that the cumulated impact of information at the daily level may not be entirely incorporated in the daily price changes and volumes. The \(i\)th piece of information drives the movement of the market from the \((i - 1)\)th intraday equilibrium to the next \((i = 1, \ldots, I_t^*)\). Let \(\delta_i\) be an indicator variable taking a value of 1 when an intraday liquidity friction occurs at the \(i\)th equilibrium and 0
otherwise. We denote by $L_t = \sum_{i=1}^{I_t} \delta_i$, the number of liquidity frictions occurring at day $t$. Let $x_t (x_t \in [0, 1])$ be the proportion of the cumulated daily information impact that is incorporated in the day-$t$ price increment. More generally, if an illiquidity event occurs at day $t$, we have $I_t^* = x_t I_t$ and $I_{t+1}^* = I_{t+1} + (1 - x_t) I_t$, where $I_t$ is the number of information arrivals hitting the market at day $t$. Since $I_t$ is considered to be i.i.d., what causes the serial correlation of $I_t^*$ is the occurrence of illiquidity events manifested by $x_t < 1$. $I_t^*$ can be interpreted as the cumulated impact of information arrival and illiquidity events occurrence processes. Henceforth, we will consider $I_t^*$ instead of $I_t$ in order to capture the dynamics of daily price changes and traded volumes. The daily price increment can then be written as:

$$\Delta P_t = \sum_{i=1}^{I_t} \Delta P'_{t,i} + \sum_{i=1}^{I_t} \delta_i \Delta P''_{t,i} - \sum_{i=1}^{I_t} \delta_i \Delta P''_{t,i} + (1 - x_{t-1}) \Delta P'_{t-1}, \quad (2.11)$$

$$\Delta P_t = x_t \Delta P'_t + (1 - x_{t-1}) \Delta P'_{t-1}. \quad (2.12)$$

Here, $x_t \Delta P'_t = \sum_{i=1}^{I_t} \Delta P'_{t,i}$ reflects the impact of $I_t^*$ on the daily price change; $\sum_{i=1}^{I_t} \delta_i \Delta P''_{t,i}$ represents the cumulated price distortion due to the presence of intraday liquidity frictions; $- \sum_{i=1}^{I_t} \delta_i \Delta P''_{t,i}$ corresponds to price adjustments during intraday GM-processes; and $(1 - x_{t-1}) \Delta P'_{t-1}$ represents price adjustment related to the occurrence of an illiquidity event in the previous trading day. Equations (2.11)-(2.12) generalize the equation (3.29) of Darolles et al. (2011) which is a special case when $x_{t-1} = x_t = 1$.

Similarly, the daily traded volume equation (4.3.31) can be generalized as:

$$V_t = \sum_{i=1}^{I_t} V'_i + \sum_{i=1}^{I_t} \delta_i V''_i + (1 - x_{t-1}) V'_{t-1}, \quad (2.13)$$

$$V_t = x_t V'_t + V''_t + (1 - x_{t-1}) V'_{t-1}, \quad (2.14)$$

where $x_t V'_t = \sum_{i=1}^{I_t} V'_i$ is the daily traded volume due to the information incorporated in the daily price change; $V''_t = \sum_{i=1}^{I_t} \delta_i V''_i$ is the daily traded volume due to the liquidity frictions and the intervention of liquidity arbitragers within the trading day and $(1 - x_{t-1}) V'_{t-1}$
represents the volume adjustment related to the presence of an illiquidity event at day \((t-1)\). When \(x_{t-1} = x_t = 1\), equation (2.14) corresponds to equation (3.31) of Darolles et al. (2011).

The presence of illiquidity events drives the dynamic properties of the daily price change and volatility. More precisely, let us consider 2 successive trading days:

\[
\Delta P_t = x_t \Delta P_t' + (1 - x_{t-1}) \Delta P_{t-1}', \tag{2.15}
\]
\[
\Delta P_{t+1} = x_{t+1} \Delta P_{t+1}' + (1 - x_t) \Delta P_t'. \tag{2.16}
\]

Assuming that the information arrival and the illiquidity event processes are i.i.d., the dynamics of daily price change comes from the presence of \(x_t \Delta P_t'\) and \((1 - x_t) \Delta P_t'\) terms in respectively equations (2.15) and (2.16):

\[
\text{Cov}(\Delta P_t, \Delta P_{t+1}) = \text{Cov}(x_t \Delta P_t', (1 - x_t) \Delta P_t')
\]
\[
= x_t (1 - x_t) \text{Var}(\Delta P_t'). \tag{2.17}
\]

Note that, the covariance between days \(t\) and \((t+1)\) depends on the proportion \(x_t\) of information hitting the market at day \(t\) that is incorporated in the daily price change. When day-\(t\) information is fully incorporated into prices within day \(t\) \((x_t = 1)\) or is completely reported to the next day \((x_t = 0)\), the covariance between two successive price changes vanishes. For \(x_t = 1/2\) the expression in (2.17) reaches its maximal value. In a similar way, the covariance between two successive squared price increments can be written as:

\[
\text{Cov}(\Delta P_t^2, \Delta P_{t+1}^2) = x_t^2 (1 - x_t)^2 \text{Var}((\Delta P_t')^2). \tag{2.18}
\]

We now complete our framework by allowing for the latent variable \(L_t\) to be time-persistent. In fact, empirically, several studies, such as Huberman and Halka (1999), Jones (2001), Hasbrouck and Seppi (2001), Amihud (2002), Pastor and Stambaugh (2003) and Acharya and Pedersen (2005) among others, find that liquidity shocks are time-varying and
persistent. Intuitively, periods characterized by high (low) liquidity friction occurrence are not isolated events in time but rather seem to extend over several trading days. Since the daily traded volume depends on both information shocks and liquidity frictions, its dynamics will be impacted by both the occurrence of the illiquidity events and the persistence of the liquidity frictions. More precisely, for two successive trading days, we get:

\[ V_t = [x_t V'_t + (1 - x_{t-1}) V'_{t-1}] + V''_t, \quad (2.19) \]
\[ V_{t+1} = [x_{t+1} V'_{t+1} + (1 - x_t) V'_t] + V''_{t+1}. \quad (2.20) \]

Assuming that \( L_t \) is conditionally independent of \( I^*_t \), the autocovariance of the daily traded volume conditional on \( I^*_t \) can be decomposed into two components:

\[ \text{Cov}(V_t, V_{t+1} | I^*_t) = x_t (1 - x_t) \text{Var}(V'_t) + \text{Cov}(V''_t, V''_{t+1}), \quad (2.21) \]

where the first term represents part of volume serial correlation due to the occurrence of illiquidity events and the second term is part of volume autocovariance due to the persistence of \( L_t \).

Finally, conditional on \( I^*_t \) and \( L_t \), the bivariate mixture (2.1)-(2.2) can be rewritten as:

\[ \Delta P_t = \mu_p I^*_t + \sigma_p \sqrt{I_t} Z_{1t}, \quad (2.22) \]
\[ V_t = \mu^{at}_v I^*_t + \mu^{av}_v L_t + \sigma_v \sqrt{I_t} Z_{2t}, \quad (2.23) \]

where \( I^*_t \) and \( L_t \) are time-persistent and \( \text{Cov}(I^*_t, L_t | I^*_t) = 0 \). Note that, we have introduced a mean parameter \( \mu_p \) in (2.22) in order to account for the presence of serial correlation in daily price change series as implied by our model in (2.17). Unlike the mean parameters of volume, \( \mu^{at}_v \) and \( \mu^{av}_v \), the \( \mu_p \) parameter can be considered as a mean-in-variance parameter related to the presence of drift effects of \( I^*_t \) on price increments at the daily frequency.

In the next section, we exploit the triangular structure of the MDHL model to build a two-
step methodology in order to extract dynamic liquidity latent factors using daily time series of returns and volume. To do so, we first use a Markov regime switching stochastic volatility model to extract information shocks $I_t^*$ from the daily price changes. Then, conditional on $I_t^*$, a simple Kalman filter allows us to extract the latent liquidity factor $L_t$ using daily volume observations. This procedure enables us to: (i) capture the impact of illiquidity events in the daily price change and volatility; (ii) separate the impact of both, the occurrence of illiquidity events and the persistence of liquidity frictions, on the serial correlation of the daily traded volume. As it will be discussed later, the presence of illiquidity events is captured by the coefficient of persistence of $I_t^*$, while the persistence of liquidity frictions is captured by the persistence parameter of the latent variable $L_t$.

3 Methodology

In this subsection we exploit the triangular structure of the extended MDHL model in order to perform time-varying analysis of liquidity problems affecting stock markets. To do so, we first use the stochastic volatility framework to filter the dynamic evolution of the latent variable $I_t^*$ from equation (2.22). Then, a simple Kalman filter applied to volume equation (2.23) enables us to extract the latent liquidity shocks $L_t$ conditional on $I_t^*$ obtained in the first step.

3.1 A stochastic volatility formulation of price change equation

We now apply the stochastic volatility\textsuperscript{8} framework to the daily price change equation in order to identify $I_t^*$. The stochastic volatility formulation of equation (2.22), henceforth SV

\textsuperscript{8}The first-order correlation of squared returns, firstly observed by Mandelbrot (1963), has also been modeled as a generalized conditional heteroscedasticity (GARCH) process (see, for example Bollerslev et al. (1992)). However, as compared with GARCH models, the main characteristic of SV models is that the price change variability is modeled as an unobserved latent variable, which is more in phase with the MDHL framework. Moreover, as discussed by Carnero et al. (2003) among others the SV models capture in a more appropriate way the main empirical properties often observed in daily series of financial returns.
model, is given as follows:

\[ \Delta P_t = \mu_p I^*_t + \sigma_p \sqrt{I^*_t} Z_{1t}, \quad (3.1) \]
\[ \ln I^*_t = \beta \ln I^*_{t-1} + \eta_t. \quad (3.2) \]

The latent variable \( I^*_t \) represents the stochastic variance of the daily price change, with \( \beta \) measuring its persistence. The disturbance of the volatility equation \( \eta_t \) is assumed to be a gaussian white noise process with mean zero and variance \( \sigma^2 \eta \), independent of \( Z_{1t} \) and \( Z_{2t} \). Although the assumption of normality of \( \eta_t \) can seem \textit{ad hoc} at first sight, Andersen et al. (2001) and Andersen et al. (2003) show that the log-volatility process can be well approximated by a normal distribution. This is coherent with the hypothesis of log-normality of information flow \( I^*_t \) made in the MDHL model, which is not new in the literature; Tauchen and Pitts (1983) assume a log-normal distribution for the mixing variable \( I^*_t \) in order to ensure its positiveness. Log-normality has also been suggested by several authors, such as Clark (1973) as well as Foster and Viswanathan (1993). Richardson and Smith (1994) tested several distribution functions for the information inflow and concluded that the data reject the log-normal distribution less frequently than the other distribution candidates, such as inverted gamma and Poisson distributions. These results motivate us to retain a log-normal distribution for \( I^*_t \).

The SV model given in (3.1)-(3.2) corresponds to the stochastic volatility-in-mean model initially developed by Koopman and Upensky (2002) in order to capture the positive relationship between the expected returns and the volatility level. In our framework, we explain this positive correlation by the presence of illiquidity events.

(3.1)-(3.2) implies that daily returns and squared returns are serially correlated. Their
respective autocovariances are given by:

\[
\text{Cov}(\Delta P_t, \Delta P_{t+1}) = \mu_p^2 \text{Cov}(I_t^*, I_{t+1}^*), \tag{3.3}
\]

\[
\text{Cov}(\Delta P^2_t, \Delta P^2_{t+1}) = \sigma_p^4 \text{Cov}(I_t^*, I_{t+1}^*) + \mu_p^4 \text{Cov}((I_t^*)^2, (I_{t+1}^*)^2)
+ 2\mu_p^2 \sigma_p^2 \text{Cov}(I_t^*, (I_{t+1}^*)^2) + \mu_p^2 \sigma_p^2 \text{Cov}((I_t^*)^2, I_{t+1}^*), \tag{3.4}
\]

where the \( \text{Cov}(f(I_t^*), f(I_{t+1}^*)) \) (with \( f(I_t^*) = I_t^*, (I_t^*)^2 \)) is a function of the persistence coefficient \( \beta \) of the shocks to the log volatility. When \( \beta > 0 \), \( \text{Cov}(\Delta P_t, \Delta P_{t+1}) \) and \( \text{Cov}(\Delta P^2_t, \Delta P^2_{t+1}) \) are strictly positive. Thus, to be consistent with the extended MDHL model, we should expect to have \( \beta > 0 \). When \( \mu_p = 0 \) the dependence of the daily return sequence appears only in the squared returns.

We use an iterative procedure to estimate the model parameters and extract the latent variable \( I^*_t \) simultaneously. To initialize the procedure, we suppose that \( \mu_p = 0 \). Thus (3.1)-(3.2) reduces to a classical SV model:

\[
\Delta P_t = \sigma_p \sqrt{I^*_t} Z_t, \tag{3.6}
\]

\[
\ln I^*_t = \beta \ln I^*_{t-1} + \eta_t. \tag{3.7}
\]

We use a Markov-regime-switching version of (3.6)-(3.7), denoted by SVMRS model, in order to estimate the model parameters and extract \( I^*_t \), denoted by \( \tilde{I}^*_t \). The estimation methodology for the SVMRS model is presented in Paragraphs (5.3.1.1) and (5.3.1.2).

Then, we regress the observed \( \Delta P_t \) on \( \tilde{I}^*_t \) to estimate \( \mu_p \), denoted by \( \tilde{\mu}_p \). We compute \( \tilde{\Delta} P_t = \Delta P_t - \tilde{\mu}_p E(\tilde{I}^*_t) \) for all \( t = 1, ..., T \) and apply the SVMRS model estimation procedure to \( \tilde{\Delta} P_t \) in order to obtain a new estimation of \( I^*_t, \tilde{I}^*_t(1) \). The regression of \( \Delta P_t \) on \( \tilde{I}^*_t(1) \) yields \( \tilde{\mu}_p(1) \). We perform this iteration \( K \) times until the change in the mean parameter value becomes negligible: \( | \tilde{\mu}_p(K) - \tilde{\mu}_p(K - 1) | \to 0 \). Finally we use the parameters of this last iteration and \( \tilde{I}^*_t(K) \) as conditioning variables in the volume equation to estimate \( L_t \).
3.1.1 A Markov regime switching stochastic volatility model

The standard SV model (3.6)-(3.7), yields extremely high levels of persistence. This is useful in practice since estimating or forecasting it becomes easier and estimation errors are smaller. However, the high persistence of volatility may actually arise because of limitations inherent to the AR(1) process assumed for the (log) stochastic volatility in (3.7). This assumption may be too restrictive if there are structural breaks. For example, based on weekly S&P500 index volatility, So et al. (1998) find that volatility is less persistent than that of SV models. Smith (2002) and Kalimipalli and Susmel (2004) find that, when applied to short-term interest rates, their regime switching models perform better than the GARCH or standard SV models. The motivation behind regime changes in the level of volatility is similar to the jump diffusion stochastic volatility process. Different levels of volatility in stock markets could be attributed, for example, to various political and/or macroeconomic events.

Hwang et al. (2007) generalize the standard SV model in order to account for changes in regime of the level, the variance and the persistence of volatility. They show that the SV models with Markov regime changing outperforms the standard SV and GARCH models. In this study, we apply the Hwang et al. (2007) framework to (3.6)-(3.7) in order to extract the latent variable $I^*_t$ from the observed time series of price changes.

First, linearizing the standard SV model (3.6)-(3.7) by taking logarithms of squared returns yields:

$$\ln \Delta P^2_t = \ln Z_{1t}^2 + \ln \sigma_p^2 + h_t,$$

$$= \mu + h_t + \phi_t,$$

$$h_t = \beta h_{t-1} + \eta_t,$$  \hspace{1cm} (3.8)

where $h_t = \ln I^*_t$, $\mu = E[\ln Z_{1t}^2] + \ln \sigma_p^2$ and $\phi_t = \ln Z_{1t}^2 - E[\ln Z_{1t}^2]$ is a martingale difference, but not normal. Replacing $\ln \Delta P^2_t$ with $z_t$ and $\mu + h_t$ with $x_t$, equation (3.8) can be written
as:

\[ z_t = x_t + \phi_t, \quad (3.9) \]

\[ x_t - \mu = \beta(x_{t-1} - \mu) + \eta_t. \quad (3.10) \]

Then, supposing that there is a state variable \( s_t \) that can assume only \( \{1, 2\} \) values, the SV model with Markov regime switching equations becomes:

\[ z_t = x_t + \phi_t, \quad (3.11) \]

\[ x_t = \begin{cases} 
\mu_0 + \beta(x_{t-1} - \mu_0) + \eta_{0,t}, & \text{when } s_t = 0, s_{t-1} = 0, \\
\mu_0 + \beta(x_{t-1} - \mu_1) + \eta_{0,t}, & \text{when } s_t = 0, s_{t-1} = 1, \\
\mu_1 + \beta(x_{t-1} - \mu_0) + \eta_{1,t}, & \text{when } s_t = 1, s_{t-1} = 0, \\
\mu_1 + \beta(x_{t-1} - \mu_1) + \eta_{1,t}, & \text{when } s_t = 1, s_{t-1} = 1, 
\end{cases} \quad (3.12) \]

where \( \eta_{i,t} \sim N(0, \sigma_{\eta_i}^2) \) for \( i = 0, 1 \) and \( s_t \) follows a Markov chain with transition matrix given by:

\[ P = \begin{bmatrix}
p^{(0,0)} & 1 - p^{(1,1)} \\
1 - p^{(0,0)} & p^{(1,1)}
\end{bmatrix}, \quad (3.13) \]

with \( p^{(i,j)} = Pr(s_t = i|s_{t-1} = j) \).

Finally, equations (3.11)-(3.12) represent the SV model with Markov regime switching, henceforth SVMRS model. This generalized form comprises the standard\(^9\) SV model as a particular case when \( \mu_0 = \mu_1 \), and \( \sigma_{\eta_0}^2 = \sigma_{\eta_1}^2 \).

\(^9\)Here, for simplicity, we do not allow for regime changing in the parameter \( \beta \). A model extension with changes in regime in the persistence of volatility will be investigated in future research.
3.1.2 Estimation procedure

We apply Quasi-Maximum Likelihood (QML) estimation method as in Hwang et al. (2007) in order to estimate the SVMRS model parameters as well as the unobserved process $x_t$ from (3.11)-(3.12). In particular, the QML approach for estimating SV models, proposed independently by Nelson (1988) and Harvey et al. (1994) and generalized by Smith (2002) to account for Markov regime switching, is based on the Kalman filter. This is applied to the logarithm of the observed squared returns $z_t$ to obtain one-step-ahead errors and their variances. These are then used to construct a quasi-likelihood function. Because $z_t$ is not Gaussian, the Kalman filter yields minimum mean square linear estimators (MMSLE) of $x_t$ and future observations rather than minimum mean square estimators (MMSE). Although the estimates obtained from the QML may not be as efficient as those obtained by Bayesian methods, such as Markov Chain Monte Carlo (MCMC), or the Efficient Method of Moments (EMM), Broto and Ruiz (2004) show that for large sample sizes the QML estimator behaves similarly to Bayesian estimators.

The log-likelihood function of the SVMRS model (3.11)-(3.12) is:

$$
\mathcal{L}(z|\theta_p) = \sum_{t=1}^{T} \log[f(z_t|\mathcal{S}_{t-1})],
$$

(3.14)

where $\theta_p = \{\mu_0, \mu_1, \beta, \sigma_{\epsilon_0}, \sigma_{\epsilon_1}, p^{(0,0)}, p^{(1,1)}, \sigma_\phi^2\}$, $\mathcal{S}_{t-1}$ includes all available information at time $t-1$, and $f(z_t|\mathcal{S}_{t-1})$ is the likelihood function of $z_t$ given by:

$$
f(z_t|\mathcal{S}_{t-1}) = \sum_{i=0}^{1} \sum_{j=0}^{1} f(z_t|s_t = i, s_{t-1} = j, \mathcal{S}_{t-1}) \xi^{(i,j)}_{t|t-1}.
$$

(3.15)

In this equation, $f(z_t|s_t = i, s_{t-1} = j, \mathcal{S}_{t-1})$ is the density of $z_t$ conditional on $s_t$, $s_{t-1}$ and $\mathcal{S}_{t-1}$; under the normality assumption, it is written as:

$$
f(z_t|s_t = i, s_{t-1} = j, \mathcal{S}_{t-1}) = \frac{1}{\sqrt{2\pi F_t^{(i,j)}}} \exp \left\{ -\frac{(v_t^{(i,j)})^2}{2F_t^{(i,j)}} \right\},
$$

(3.16)
where the mean squared error $F^{(i,j)}_t$ and the prediction error $v^{(i,j)}_t$ are obtained via the Kalman filter.

On the other hand, $\xi^{(i,j)}_{t|t-1}$ in (3.15) represents the filtered transition probability $[\xi^{(i,j)}_{t|t-1} = Pr(s_t = i, s_{t-1} = j|\mathcal{I}_{t-1})]$; it is updated via the Kalman filter as follows:

$$\xi^{(i,j)}_{t|t-1} = p^{(i,j)}_t \xi^{(j)}_{t-1|t-1},$$

(3.17)

with $p^{(i,j)}_t$ being the transition probability and $\xi^{(j)}_{t-1|t-1} = Pr(s_t = j|\mathcal{I}_{t-1})$ being the conditional probability. A more detailed description of the QML estimation procedure applied to SVMRS models is given in the Appendix A.

Once $I^*_t$ estimated, we perform the iterative procedure described previously in order to obtain $\tilde{\mu}_p(K)$, $\theta_p(K)$ and $\tilde{I}^*_t(K)$.

3.2 Extracting the intraday liquidity frictions

3.2.1 The state space form of the traded volume equation

The daily volume equation (2.23) can be put in state space form, as follows:

$$V_t = \mu^a v^a + \mu^a_l L_t + \sigma_v \sqrt{T_t} Z_{2t},$$

(3.18)

$$L_t = a L_{t-1} + \omega_l.$$  

(3.19)

The observed daily traded volume $V_t$ is related to the latent factor $L_t$, known as the state vector, via the measurement equation (3.18). The latent variable $L_t$ is supposed to be generated by a first-order Markov process given in (3.19), called the state equation. The disturbance $\omega_l$ is a white noise process with mean zero and variance $\sigma^2_{\omega_l}$, independent of $Z_{1t}$, $Z_{2t}$ and $\eta_t$. The state space form (3.18)-(3.19) generalizes the standard MDHL model assumption that liquidity shocks are serially uncorrelated. The parameter $a$ in equation (3.19) measures the persistence of $L_t$. 
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Replacing $I^*_t$ in (3.18) by its estimated counterpart obtained in the previous subsection and applying the standard Kalman filter to the state space form (3.18)-(3.19) enables us to estimate the volume parameters and extract the latent variable $L_t$, simultaneously. The triangular structure of the MDHL model allows us to separate information from liquidity shock impacts on the daily traded volume. Extracting $I^*_t$ and $L_t$ subsequently, provides a time-dynamic analysis of how the daily traded volume is built up and which type of shocks is responsible for highly traded volume periods.

3.2.2 The estimation procedure

We here provide a brief\textsuperscript{10} summary of the Kalman filter procedure applied to the state space form (3.18)-(3.19) in order to filter $L_t$ conditional on $I^*_t$ and estimate the model parameters accordingly. It is important to distinguish between the hyperparameters $\theta_v = \{\mu^{la}_v, \sigma_v, a\}$ which determine the stochastic properties of the model and the $\mu^{at}_v$ parameter associated to $I^*_t$ which is known. In this case, the term $\mu^{at}_v I^*_t$ only affects the expected value of the state variable $L_t$ and observations in a deterministic way. Since $\mu^{at}_v I^*_t$ is a linear function of the unknown $\mu^{at}_v$, this parameter can be treated as a state variable. Let $l_t = [L_t \ \mu^{at}_v]'$ be the state vector. The state space form becomes:

\[
\begin{align*}
V_t &= Z_l l_t + \epsilon_t, \\
l_t &= T l_{t-1} + R \omega_t,
\end{align*}
\]

where $Z_t = [\mu^{la}_v \ I^*_t]$, $\epsilon \sim N(0, H_t)$ with $H_t = I^*_t \sigma^2_v$, $R = [1 \ 0]'$, and $T$ is a $2 \times 2$ matrix given by:

\[
T = \begin{bmatrix}
 a & 0 \\
 0 & 1
\end{bmatrix}.
\]

Let $\hat{l}_{t-1|t-1}$ denote the optimal estimator of $l_{t-1}$ based on the observations up to and

\textsuperscript{10}For more details, see Harvey (2003).
including $V_{t-1}$. Let $P_{t-1|t-1}$ denote the $2 \times 2$ covariance matrix of the estimation error:

$$P_{t-1|t-1} = E[((l_{t-1} - l_{t-1|t-1})(l_{t-1} - l_{t-1|t-1})')|\mathcal{I}_{t-1}],$$  \hspace{1cm} (3.23)

where $\mathcal{I}_{t-1}$ denotes the information set available up to date $(t - 1)$. Given $l_{t-1|t-1}$ and $P_{t-1|t-1}$, the optimal estimator of $l_t$ is given by:

$$l_{t|t-1} = E[l_t|\mathcal{I}_{t-1}] = T l_{t-1|t-1},$$  \hspace{1cm} (3.24)

while the covariance matrix of the estimation error is:

$$P_{t|t-1} = E[(l_t - l_{t|t-1})(l_t - l_{t|t-1})'|\mathcal{I}_{t-1}] = TP_{t-1|t-1}T' + R\sigma^2_w R',$$ \hspace{1cm} (3.25)

with $\sigma^2_w$ being the variance of the disturbance $w_t$. Equations (3.24)-(3.25) represent the prediction equations.

Once the new observation $V_t$ becomes available, $l_{t|t-1}$ can be updated using the updating equations as follows:

$$l_{t|t} = l_{t|t-1} + P_{t|t-1}Z_t'F_t^{-1}(V_t - Z_t l_{t|t-1}),$$ \hspace{1cm} (3.26)

and

$$P_{t|t} = P_{t|t-1} - P_{t|t-1}Z_t'F_t^{-1}Z_t P_{t|t-1},$$ \hspace{1cm} (3.27)

where\textsuperscript{11}

$$F_t = Z_t P_{t|t-1}Z_t' + H.$$  \hspace{1cm} (3.28)

\textsuperscript{11}It is assumed that the inverse of $F_t$ exists. It can can be replaced by a pseudo-inverse.
Taken together (3.24)-(3.27) make up the Kalman filter whose recursive application yields the time series of the state variables $l_t$ conditional on $\theta_v$. Note that, in our theoretical framework, $L_t$ follows a binomial distribution: $L_t \sim B(p, I_t^*)$, with $p$ being the probability of the occurrence of intraday order imbalances. We here approximate the distribution of $L_t$ by a normal distribution. In theory, if $I_t^* \to \infty$, and $p$ has the same order of magnitude as $(1 - p)$, the binomial distribution can be approximated by a gaussian distribution. If this is not the case, we are aware that the Kalman filter yields minimum mean square linear estimators of $L_t$ instead of minimum mean square estimators.

We use the QML method to estimate the model parameters $\theta_v$. Applying the Kalman filter (3.24)-(3.27) to the observed daily traded volume, we first obtain one-step-ahead errors $(V_t - V_{t|t-1})$ and their variances $F_t$, which are then used to construct the likelihood function:

$$
\log L = -\frac{NT}{2} \log 2\pi - \frac{1}{2} \sum_{t=1}^{T} \log |F_t| - \frac{1}{2} \sum_{t=1}^{T} (V_t - V_{t|t-1})F_t^{-1}(V_t - V_{t|t-1}),
$$

(3.29)

where $V_{t|t-1} = Z_t l_{t|t-1}$ is the conditional mean of the observable $V_t$. Finally, numerical methods can be used to maximize the likelihood function with respect to the unknown parameters $\theta_v$.

4 Empirical applications

4.1 The data

Our sample consists in all FTSE100 stocks listed on July 10, 2007. We consider the period from 4 January 2005 to 26 June 2007, i.e., 636 observation dates. We exclude stocks with missing observations ending up with 93 stocks. Daily returns and transaction volumes are extracted from Bloomberg databases. Following Bialkowski et al. (2008), we retain the turnover ratio$^{12}$ as a measure for volume which controls for dependency between the traded

$^{12}$Let $q_{kt}$ be the number of shares traded for asset $k$, $k = 1, ..., K$ on day $t$, $t = 1, ..., T$, and $N_{kt}$ the float for asset $k$ on day $t$. The individual stock turnover for asset $k$ on day $t$ is $V_{kt} = \frac{q_{kt}}{N_{kt}}$. 
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volume and the float. The float represents the difference between annual common shares outstanding and closely held shares for any given fiscal year. Common and closely held shares are extracted from Factset databases.

<table>
<thead>
<tr>
<th></th>
<th>Returns</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>Dispersion</td>
</tr>
<tr>
<td>Mean</td>
<td>0.0007</td>
<td>-0.0005</td>
</tr>
<tr>
<td>Volatility</td>
<td>0.0137</td>
<td>0.0074</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.2853</td>
<td>-4.0840</td>
</tr>
<tr>
<td>(Return)² with</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume Correlation</td>
<td>0.4236</td>
<td>0.1394</td>
</tr>
<tr>
<td>Positive 1st Order</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serial Correlation</td>
<td>0.1138</td>
<td>0.0284</td>
</tr>
<tr>
<td>Negative 1st Order</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serial Correlation</td>
<td>-0.1013</td>
<td>-0.1436</td>
</tr>
<tr>
<td>1st Order Correlation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Return)²</td>
<td>0.1505</td>
<td>0.0567</td>
</tr>
</tbody>
</table>

Table 1: Summary statistics for return and turnover time series.

For each of the 93 stocks, we compute: (i) the empirical first moments (mean, volatility, skewness and kurtosis) of volume and returns; (ii) the correlation between squared returns and volume; (iii) the first-order serial correlation of returns, volume and squared returns. The cross-security distribution of these statistics are summarized in Table 1. The first row reports the average, the dispersion, the minimum, and the maximum of the means of returns and volume across the 93 stocks. The second row gives the same cross-section statistics (average, dispersion, minimum and maximum) of the volatilities of returns and volume, and
so on for the skewness, kurtosis, the correlation between squared returns and volume as well as the serial correlation coefficients.

We perform a Pearson test to check the significance of the correlation coefficients computed in Table 1. At the 95% confidence level, (i) the squared-return-with-volume correlations are statistically significant for 92 over 93 stocks; (ii) the first order serial correlations of returns, volumes and squared returns are significant for 17, 93 and 46 over 93 stocks, respectively. Among the 17 stocks with serially correlated returns, for 11 of them the correlation coefficients are negative, leaving us with 6 positive autocorrelation coefficients. The statistics reported in the 4 last rows of Table 1 are computed using only the statistically significant coefficients.

The results reported in Table 1 are consistent with the MDHL model. The average and minimum statistics of the volume skewness and squared return correlation with volume are positive; and the average and minimum statistics of return and volume kurtosis are greater than 3, as predicted by the mixture model. In our framework, this positive correlation depends on both information flow and liquidity frictions.

However, the time series of our sample exhibit dynamic properties suggesting that the MDHL model should be extended to account for long lasting liquidity problems. In the next section we confront the implications of the extended MDHL with the sample autocorrelation coefficients. We show that the structural parameters derived by our model improve the naive analysis based on sample autocorrelation coefficients.

4.2 Illiquidity events and momentum strategies

The extended MDHL framework distinguishes between two liquidity problems, the liquidity frictions and the illiquidity events. On the one hand, the liquidity frictions occur at the intraday frequency and increase the daily traded volume while impacting the returns only at the intraday periodicity. These short term liquidity problems are responsible for intraday
dynamic properties of returns and volumes\textsuperscript{13}. Moreover, the persistence of the liquidity frictions explains part of the persistence of the daily traded volume. On the other hand, the long lasting illiquidity events are responsible for the positive serial correlation of daily returns and squared returns. They also explain part of the daily dynamics of the traded volume.

Our two-step methodology exploits the triangular structure of the extended MDHL model (2.22)-(2.23) in order to separate the effects of both liquidity problems using daily time series. More precisely, the first step of our methodology applies a stochastic volatility framework to the daily returns to infer the presence of the illiquidity events. Here, the parameters of interest are $\mu_p$ and $\beta$. The second step uses the daily traded volume observations to infer the presence of the intraday liquidity frictions conditional on $I^*_t$. Here, the parameters of interest are $\mu^{la}_v$ and $a$.

We now discuss the implications of our results in statistical arbitrage strategies. Actually, the statistical arbitrage traders observe the empirical serial correlation of stock returns and pick up positive serially correlated stocks to build up momentum strategies. Based on the extended MDHL framework, we suggest that the empirical first order serial correlation is not a sufficient criteria to select stocks to be included in these strategies. In particular the tests of significance of the sample autocorrelation coefficients are not appropriate when the observed variables are heteroscedastic. In addition, the sample serial correlation coefficients measure, on average during a time interval, the dependence of returns. A stock may have sample autocorrelations close to zero and still face significant illiquidity events. Their impact on stock returns may be blurred out during a given test period. Therefore, a stock may have a first order serial correlation not significantly different from zero when performing classical test statistics and still be affected by liquidity problems whose presence will be empirically detected using the parameters of our model.

Table 2 in Appendix B reports the estimation results of the stochastic volatility specifi-

---

\textsuperscript{13}Recall that the liquidity frictions results in negative serial correlations for returns and volume and positive serial correlations for squared returns.
cation (3.1)-(3.2) for three groups of stocks formed according to their sample autocorrelation coefficients. Let \( \hat{\rho}(R_t, R_{t-1}) \) and \( \hat{\rho}(R^2_t, R^2_{t-1}) \) be the first order sample autocorrelation of returns and squared returns, respectively. Panel A contains stocks with return autocorrelations close to zero but with squared returns significantly serially correlated. Panel B consists of stocks with apparently independent returns. Panel C includes stocks with positive autocorrelation coefficients for daily returns. In the absence of any structural model, an *ad hoc* momentum strategy would consist in selecting only the third group of stocks\(^{14}\).

According to our extended framework, the presence of illiquidity events occurring at the daily frequency results in positive autocorrelation of returns and squared returns which is captured by respectively the estimated \( \mu_p \) and \( \beta \) parameters. Therefore, the model provides a structural explanation of daily return dynamic properties. The parameters \( \mu_p \) and \( \beta \) can be considered as long lasting illiquidity indicators.

Concerning Panel A of Table 2 in Appendix B, stocks 59 and 68 have \( \mu_p \) and \( \beta \) parameters statistically positive, while their sample return autocorrelations do not differ from zero significantly. As opposed to the *ad hoc* analysis consisting of selecting only stock with positive serial correlation of returns, our framework suggests that stocks 59 and 68 should be included in the momentum strategies even if \( \hat{\rho}(R_t, R_{t-1}) = 0 \) because \( \mu_p \) is statistically significant and positive. The *ad hoc* stock picking strategy should be at least completed by the dynamic properties of the squared returns. In particular, the presence of \( \hat{\rho}(R^2_t, R^2_{t-1}) > 0 \) conveys a favorable signal concerning the presence of illiquidity frictions, whose presence should be then verified using the extended MDHL model. Note also that, the parameter \( \mu_p \) allows identifying appropriate stocks, on average, to be included in the momentum strategies. The variance parameter \( \sigma^2_p \) of return equation (3.1), that is captured by the \( \mu_0 \) and \( \mu_1 \) estimated parameters, provides an idea of risk related to the position held on these stocks. As for stocks 76 and 77, we get \( \mu_p = 0 \) and \( \beta \) statistically positive. This means that for these firms, the serial correlation impact on the daily returns implied by our model does not appear in

\(^{14}\)Note that, the case when \( \hat{\rho}(R_t, R_{t-1}) < 0 \) will be discussed latter on in this subsection.
the observed time series ($\mu_p = 0$). One possible solution to address this point is to consider that the daily interval is too large to capture the illiquidity event effects on return dynamics for these stocks. A trading day in the sense of the extended MDHL model should correspond here to less than an effective trading day, say a few hours of trading. This suggests that the appropriate frequency for stocks 76 and 77 to be included in the momentum strategies is smaller than one day. Finally, for stock 92, $\mu_p$ and $\beta$ parameters are not significant. In this case the *ad hoc* stock picking strategy would yield the same results as our structural approach.

Let now consider the panel B of Table 2 in Appendix B. The *ad hoc* selection strategy based on the sample autocorrelations of returns and even squared returns would not include these four stocks in the momentum strategies. According to our structural approach, stocks 20 and 41 appear to be affected by illiquidity events since their $\mu_p$ and $\beta$ parameters differ significantly from zero. We suggest that these stocks exhibit dynamic properties as captured by $\mu_p$ and $\beta$. As for stocks 42 and 64, their structural parameters are not significant. In this case, our analysis confirms the *ad hoc* approach results.

The three stocks of Panel C present positive sample autocorrelations for daily returns. According to the *ad hoc* procedure, these candidates should be included in the momentum strategies. However, only stock 18 has both $\mu_p$ and $\beta$ parameters significantly positive. As for stocks 6 and 19, our framework suggests that the day interval is too large to make appear the serial correlation of equity returns. The parameters of our model should be estimates using higher frequency returns.

In our sample there are 11 stocks out of 93 presenting negative autocorrelations of the daily returns; 6 among them has also positive serial correlations of the squared returns. Based on the sample coefficients, the returns of these 6 stocks seem to be driven by a GM-process extending across two successive trading days as discussed in the first paragraph of subsection 2.2. This means that what we call intraday liquidity frictions in this case extend across more than a single effective trading day. Thus, we should expect that at lower frequencies the
negative serial correlation should disappear. To illustrate this point, we aggregate for the 11 stocks, their daily returns in order to obtain 2-day returns and then we compute the serial correlation coefficients for these aggregated returns. At the 2-daily frequency the negative serial correlation vanishes for 10 over the 11 stocks.

More generally, the extended MDHL framework provides additional insights concerning the dynamic properties of stock returns. First, by imposing a theoretical structure on the data, we explain the dynamic properties of returns by the presence of illiquidity events. Second, our estimation procedure enables us to infer the presence of the long lasting liquidity problems using the daily time series of equity returns. The illiquidity indicators, \( \mu_p \) and \( \beta \), represent an alternative criteria in selecting the appropriate stocks in the momentum strategies. For example, according to the ad hoc approach, only stocks 6, 18 and 19 among the candidates considered in Table 2 in Appendix B should be included in the momentum strategies. Our structural approach helps us selecting some additional stocks such as items 59, 68, 20 and 41. Finally, we suggest that stocks 6 and 19 should be considered with parsimony and that additional tests should be performed, in particular, based on higher frequency observations. The opposite is true for negative serially correlated stocks.

### 4.3 Intraday liquidity frictions and liquidity arbitrage strategies

The first step of our empirical methodology enables us to estimate \( \mu_p \) and \( \beta \) parameters and filter the latent variables \( I_t^* \) simultaneously. Once \( I_t^* \) extracted using the methodology described in Subsection 5.3.1, we can filter the latent variable \( L_t \) and estimate the parameters of interest, from the daily traded volume. Table 3 in Appendix C shows the estimated parameters estimated using the specification (3.18)-(3.19). Note that the parameter \( \mu_v^{at} \) is treated as a state vector which is supposed to converge toward the true value when \( T \) is large. We here have reported the last value of the filtered \( \mu_v^{at} \). The remaining parameters of interest \( \mu_v^{lo}, \sigma_v, a \) and \( \sigma_w \) result from the maximum likelihood estimations.

These procedure completes the standard MDHL framework by accounting for dynamic
properties of daily time series. The presence of illiquidity events is captured by the dynamics of the estimated latent factor $I_t^*$ and explains part of the daily volume dynamic properties. Conditional on $I_t^*$, we can infer: (i) the impact of intraday liquidity frictions on the daily traded volume as measured by $\mu_{la}^a$ and (ii) the impact of liquidity friction persistence on the dynamic properties of volume as measures by $a$.

As in the standard MDHL, the $\mu_{la}^a$ parameter represents the intensity\(^{15}\) of the liquidity arbitrage trading. However, in our extended framework this indicator is more robust since it take into account the dynamic properties of volume. The results reported in Table 3 suggest that for stocks 59, 77, 41 and 6 the daily traded volume is significantly impacted by trade related to intraday liquidity frictions. These stocks represent liquidity arbitrage opportunities at the intraday frequency. These trading opportunities are a source of trade for the intraday liquidity arbitragers who enter the market to provide the missing liquidity and then liquidate their positions in order to cash the liquidity premium. As discussed by Grossman and Miller (1988), when the liquidity frictions are resorbed rapidly (within the trading day), the expected liquidity premium perceived by the liquidity arbitragers is positive. At the same time, the liquidity premium can be considered as the cost of immediacy for the active traders exchanging against the liquidity arbitragers. Our methodology is thus interesting since it allows: (i) the liquidity arbitragers to detect stocks presenting significant intraday liquidity arbitrage opportunities; (ii) the uninformed traders to detect stocks whose prices deviate from their fundamental values at the intraday periodicity.

Table 3 in Appendix C shows that for all the stocks considered here, the latent variable $L_t$ is highly persistent. This means that the intraday liquidity frictions are not isolated events in time but can occur during several trading days. As for stocks 59, 77, 41 and 6, with parameter $\mu_{la}^a$ statistically significant, the liquidity frictions impact significantly the daily

\(^{15}\)Note that, the liquidity indicator in the standard MDHL framework is given by $P\mu_{la}^a$, where $\mu_{la}^a$ represents the amplitude of the liquidity arbitrage trading and $P$ the probability of occurrence of the intraday liquidity shocks. The $p$ parameter represents also the expected value of the unobserved $L_t$ factor. In our extended framework, since we can directly filter $L_t$, the $p$ parameter can be derived from the sample average of estimated $L_t$ values.
traded volume and explain part of its dynamics which is left unexplained by $I_t^*$. More generally, estimating $\beta$ and $a$ separately allows us to decompose the daily traded volume persistence on two components due to the presence of information shocks and liquidity frictions respectively. Our two-step procedure allows us to identify useful stocks for a given trading strategy performed at a given time periodicity. For example, while stocks 59, 68, 20, 41 and 18 should be included at the momentum strategies at the daily frequency, stocks 59, 77, 41 and 6 seem interesting for the short-terms liquidity arbitrage strategies realized at the intraday periodicity.

5 Concluding remarks

In this article, we first distinguish between two liquidity problems, the liquidity frictions and the illiquidity events. The first one impacts stock returns at the intraday frequency while affecting the traded volume at the daily periodicity. The liquidity frictions are a source of trade for the intraday liquidity arbitragers. They also represent the cost of immediacy for the active traders exchanging against the liquidity arbitragers. The illiquidity events represent long lasting liquidity problems and are responsible for daily dynamics of the time series. The illiquidity events represent the risk that liquidity problems may perpetuate and even exacerbate. Second, we extend the MDHL model developed in Darolles et al. (2011) in order to account for the illiquidity events whose presence can be inferred from the daily return dynamics. Third, we exploit the triangular structure of the extended MDHL model in order to separate the impacts of both liquidity problems on stock return and volume dynamics. To do so, we propose a two-step methodology. The first step consists in estimating the illiquidity events from the daily return equation. In particular, we use a Markov-regime-switching stochastic volatility framework in order to filter the impact of information shocks whose dynamics is due to the presence of illiquidity events, $I_t^*$. In step 2, we apply the Kalman filter procedure to the daily volume observations in order to infer the presence of
the liquidity frictions conditional on the latent variable $I_t^*$ estimated in step 1.

From a theoretical point of view, our extended framework provides a structural interpretation of the daily dynamics of returns and volume as well as of the stochastic volatility. From a practical point of view, our estimation results suggest that the sample serial correlation coefficients are not sufficient to select the appropriate stocks in building momentum strategies. Our long lasting illiquidity indicators, $\mu_p$ and $\beta$ provide additional insights concerning the presence of illiquidity problems. In order to compare the relative performances of the sample autocorrelation and structural illiquidity indicators, it would be interesting to back-test two momentum strategies based on each of these criteria. Moreover, the illiquidity indicators proposed here should be computed for more recent periods in order to assess the recent liquidity crisis impact on long lasting illiquidity problems that one should expect to exacerbate.

Finally, our procedure allows us to filter two latent variables, $I_t^*$ and $L_t$. The first one captures the impact of information shocks. Since the information arrival process is assumed to be i.i.d., what drives the dynamics of $I_t^*$ is the presence of the long lasting liquidity problems. The latent variable $L_t$ captures impact of the intraday liquidity frictions whose presence increases the daily traded volume. Filtering these latent factors at the individual stock level, allows us to perform cross-sectional analysis in order to assess commonalities of both $I_t^*$ and $L_t$ processes across stocks. In fact, order imbalances are caused by a temporary absence of market participants who usually invest on several stocks at the same time. Intuitively, we should expect the filtered $L_t$ time series to be cross-correlated and the common factor of the filtered $I_t^*$ to capture the time-dependence of stock-specific $I_t^*$. Note that, commonality across individual liquidity measures is not new in the literature. For example, Korajczyk and Sadka (2008) and Chordia et al. (2000) find that individual liquidity measures, such as the bid-as spreads, the turnover ratio, the market depth and the Amihud (2002) measure among others, co-move across stocks. However, Hasbrouck and Seppi (2001) find less supportive results. Performing cross-sectional analysis using a structural individual liquidity measure
may help reconcile previous studies by providing a deeper comprehension of what type of liquidity problems is responsible for commonality. In addition, several studies use the observed traded volume as a proxy for liquidity risk [see Hasbrouck and Seppi (2001), Korajczyk and Sadka (2008), Datar et al. (1998) and Chordia et al. (2000)] and suggest that common factors of volume stand as a measure for commonality in liquidity. This can be misleading, since the daily traded volume depends on both information and liquidity shocks. Estimating $I_t^*$ and $L_t$ separately at the individual stock level, enables us to directly assess co-movements of these factors and thus separate the impacts of the two types of variables on the common structure of the traded volume. This analysis is out of the scope of this paper and is part of current research.
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Appendices

A The QML estimation procedure applied to SVMRS models

Consider the state space model given in (3.11)-(3.12). Let \( x^{(i,j)}_{t-1} \) be the optimal\(^{16} \) estimator of \( x_{t-1} \) based on the observations up to and including \( z_{t-1} \) and for \( s_{t-1} = j \) \((j = 0, 1)\). Let \( P^{(i,j)}_{t-1|t-1} \) denote the variance of the prediction error. Given \( x^{(i,j)}_{t-1|t-1} \), \( P^{(i,j)}_{t-1|t-1} \), and conditional on \( s_t = i \) and \( s_{t-1} = j \), \((i, j = 0, 1)\), the optimal estimator of \( x_t \), \( x^{(i,j)}_{t|t-1} \), and its mean squared error, \( P^{(i,j)}_{t|t-1} \) are obtained using the prediction equations as follows:

\[
x^{(i,j)}_{t|t-1} = E[x_t|s_t = i, s_{t-1} = j, \mathcal{F}_{t-1}] = (\mu_i - \mu_j \beta) + \beta x^{(i,j)}_{t-1|t-1}, \tag{A.1}
\]

\[
P^{(i,j)}_{t|t-1} = E[(x_t - x^{(i,j)}_{t|t-1})^2|s_t = i, s_{t-1} = j, \mathcal{F}_{t-1}] = \beta^2 P^{(i,j)}_{t-1|t-1} + \sigma^2_{\text{w}}. \tag{A.2}
\]

Once the new observation \( z_t \) becomes available, we can calculate the prediction error \( \xi_t^{(i,j)} \), the prediction variance \( F_t^{(i,j)} \), and then update \( x^{(i,j)}_{t|t-1} \) and \( P^{(i,j)}_{t|t-1} \) accordingly:

\[
\xi_t^{(i,j)} = z_t - x^{(i,j)}_{t|t-1} = x_t - x^{(i,j)}_{t|t-1} + \phi_t, \tag{A.3}
\]

\[
F_t^{(i,j)} = P_t^{(i,j)} + \sigma^2_{\phi}, \tag{A.4}
\]

\[
x^{(i,j)}_{t|t} = x^{(i,j)}_{t|t-1} + P^{(i,j)}_{t|t-1} \left(F_t^{(i,j)}\right)^{-1} \xi_t^{(i,j)}, \tag{A.5}
\]

\[
P_t^{(i,j)} = P_t^{(i,j)} - P^{(i,j)}_{t|t-1} \left(F_t^{(i,j)}\right)^{-1} P^{(i,j)}_{t|t-1}. \tag{A.6}
\]

Let \( \xi_t^{(i,j)} \) be the filtered transition probability indicating how likely the process is to be in regime \( i \) \((i = 1, 2)\) in period \( t \) given \( s_{t-1} = j \) \((j = 1, 2)\) and information available through date \( t - 1 \) \((\xi_t^{(i,j)} = Pr(s_t = i, s_{t-1} = j|\mathcal{F}_{t-1})\)). Following Hamilton (1989), it can be obtained using the transition probability \( p^{(i,j)} = Pr(s_t = i|s_{t-1} = j) \) and the conditional

\(^{16}\text{Because } z_t \text{ is not Gaussian, the Kalman filter yields minimum mean square linear estimators (MMSLE) of } x_t \text{ and future observations rather than minimum mean square estimators (MMSE).}\)
\( \xi_{t-1|t-1} \) which infers the possibility that the \( t-1 \)th observation was generated by regime \( j \) \( (\xi_{t-1|t-1}^{(j)} = Pr(s_{t-1} = j|\mathcal{S}_{t-1})) \):

\[
\xi_{t-1|t-1}^{(i,j)} = p^{(i,j)} \xi_{t-1|t-1}^{(j)}.
\] \quad (A.7)

The conditional probability can be updated with information available at date \( t \) \( (\xi_{t|t}^{(i)} = Pr(s_t = i|\mathcal{S}_t)) \) as follows:

\[
\xi_{t|t}^{(i)} = \sum_{j=0}^{1} \xi_{t|t}^{(i,j)},
\] \quad (A.8)

where

\[
\xi_{t|t}^{(i,j)} = \frac{f(z_t, s_t = i, s_t = j|\mathcal{S}_{t-1})}{f(z_t|\mathcal{S}_{t-1})},
\]

\[
= \frac{f(z_t|s_t = i, s_t = j, \mathcal{S}_{t-1}) \xi_{t|t}^{(i,j)}}{\sum_{i=0}^{1} \sum_{j=0}^{1} f(z_t|s_t = i, s_t = j, \mathcal{S}_{t-1}) \xi_{t|t}^{(i,j)}}.
\] \quad (A.9)

Under the normality hypothesis, we have:

\[
f(z_t|s_t = i, s_{t-1} = j, \mathcal{S}_{t-1}) = \frac{1}{\sqrt{2\pi F_t^{(i,j)}}} exp \left\{ -\frac{(y_t^{(i,j)})^2}{2F_t^{(i,j)}} \right\}.
\] \quad (A.10)

Given \( x_{t|t}^{(i,j)}, P_{t|t}^{(i,j)} \) and equation (A.8), we get:

\[
x_{t|t}^{(i)} = E[x_t|s_t = i, \mathcal{S}_t] = \frac{\sum_{j=0}^{1} \xi_{t|t}^{(i,j)} x_{t|t}^{(i,j)}}{\xi_{t|t}^{(i)}},
\] \quad (A.11)

\[
P_{t|t}^{(i)} = E[(x_t - x_{t|t}^{(j)})^2|s_t = i, \mathcal{S}_t] = \frac{\sum_{j=0}^{1} \xi_{t|t}^{(i,j)} P_{t|t}^{(i,j)}}{\xi_{t|t}^{(i)}}
\] \quad (A.12)
Finally, note that from (A.9) and (A.8) we have:

\[ \sum_{i=0}^{1} \xi^{(i)}_{t|t} = 1. \]  \hspace{1cm} (A.13)

It follows that:

\[
\begin{align*}
x_{t|t} &= E[x_t|\mathcal{F}_t] = \sum_{i=0}^{1} \xi^{(i)}_{t|t} x^{(i)}_{t|t}, \\
P_{t|t} &= E[(x_t - x^{(i)}_{t|t})^2|\mathcal{F}_t] = \sum_{i=0}^{1} \xi^{(i)}_{t|t} P^{(i)}_{t|t}.
\end{align*}
\]  \hspace{1cm} (A.14)
## B Estimation results for the SVMRS model

### Panel A: $\hat{\rho}(R_t, R_{t-1}) = 0$ and $\hat{\rho}(R^2_t, R^2_{t-1}) > 0$

<table>
<thead>
<tr>
<th>ID</th>
<th>$\mu_p$</th>
<th>$\mu_0$</th>
<th>$\mu_1$</th>
<th>$\beta$</th>
<th>$\sigma_{\eta,0}$</th>
<th>$\sigma_{\eta,1}$</th>
<th>$\sigma_\phi$</th>
<th>$p_{11}$</th>
<th>$p_{22}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>59</td>
<td>0.0004**</td>
<td>-12.14**</td>
<td>-8.84**</td>
<td>0.15**</td>
<td>2.3598**</td>
<td>1.4004**</td>
<td>-0.0003</td>
<td>0.2855</td>
<td>0.7399</td>
</tr>
<tr>
<td>68</td>
<td>0.0012**</td>
<td>-14.65**</td>
<td>-9.43**</td>
<td>0.92**</td>
<td>0.4737*</td>
<td>0.1620</td>
<td>1.4554**</td>
<td>0.1487**</td>
<td>0.9173**</td>
</tr>
<tr>
<td>76</td>
<td>0.0002</td>
<td>-12.76**</td>
<td>-9.26**</td>
<td>0.83**</td>
<td>0.4106</td>
<td>0.4140**</td>
<td>1.1200**</td>
<td>0.1995**</td>
<td>0.8104**</td>
</tr>
<tr>
<td>77</td>
<td>0.0001</td>
<td>-11.83**</td>
<td>-9.28**</td>
<td>0.17**</td>
<td>2.4783**</td>
<td>1.2646**</td>
<td>-0.0001</td>
<td>0.3876</td>
<td>0.7000**</td>
</tr>
<tr>
<td>92</td>
<td>0.0003</td>
<td>-12.92**</td>
<td>-8.58**</td>
<td>0.04</td>
<td>3.3120**</td>
<td>1.6084</td>
<td>-0.0001</td>
<td>0.0000</td>
<td>0.8858</td>
</tr>
</tbody>
</table>

### Panel B: $\hat{\rho}(R_t, R_{t-1}) = 0$ and $\hat{\rho}(R^2_t, R^2_{t-1}) = 0$

<table>
<thead>
<tr>
<th>ID</th>
<th>$\mu_p$</th>
<th>$\mu_0$</th>
<th>$\mu_1$</th>
<th>$\beta$</th>
<th>$\sigma_{\eta,0}$</th>
<th>$\sigma_{\eta,1}$</th>
<th>$\sigma_\phi$</th>
<th>$p_{11}$</th>
<th>$p_{22}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.0008**</td>
<td>-17.35**</td>
<td>-9.65**</td>
<td>0.90**</td>
<td>0.3679</td>
<td>-0.1756**</td>
<td>-1.5422**</td>
<td>0.0000</td>
<td>0.9558**</td>
</tr>
<tr>
<td>41</td>
<td>0.0006**</td>
<td>-13.75**</td>
<td>-9.22**</td>
<td>0.12**</td>
<td>-1.5672**</td>
<td>1.3934**</td>
<td>0.0060</td>
<td>0.0723**</td>
<td>0.8840**</td>
</tr>
<tr>
<td>42</td>
<td>0.0002</td>
<td>-9.13**</td>
<td>-14.84**</td>
<td>0.06</td>
<td>1.6622**</td>
<td>4.0987**</td>
<td>0.0004</td>
<td>0.9393**</td>
<td>0.1399**</td>
</tr>
<tr>
<td>64</td>
<td>0.0002</td>
<td>-9.75**</td>
<td>-13.23**</td>
<td>0.06</td>
<td>-1.4248**</td>
<td>2.9780**</td>
<td>0.2681</td>
<td>0.8423**</td>
<td>0.1540**</td>
</tr>
</tbody>
</table>

### Panel C: $\hat{\rho}(R_t, R_{t-1}) > 0$

<table>
<thead>
<tr>
<th>ID</th>
<th>$\mu_p$</th>
<th>$\mu_0$</th>
<th>$\mu_1$</th>
<th>$\beta$</th>
<th>$\sigma_{\eta,0}$</th>
<th>$\sigma_{\eta,1}$</th>
<th>$\sigma_\phi$</th>
<th>$p_{11}$</th>
<th>$p_{22}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>-0.0001</td>
<td>-13.43**</td>
<td>-9.88**</td>
<td>0.14**</td>
<td>3.4070**</td>
<td>1.5740**</td>
<td>-0.0004</td>
<td>0.0000</td>
<td>0.8513**</td>
</tr>
<tr>
<td>18</td>
<td>0.0005**</td>
<td>-14.16**</td>
<td>-9.87**</td>
<td>0.24**</td>
<td>1.7691**</td>
<td>1.3944**</td>
<td>0.0000</td>
<td>0.1738**</td>
<td>0.9037**</td>
</tr>
<tr>
<td>19</td>
<td>-0.0002</td>
<td>-15.35**</td>
<td>-9.83**</td>
<td>0.69*</td>
<td>4.1654**</td>
<td>1.8197**</td>
<td>-0.0008</td>
<td>0.2052**</td>
<td>0.9538**</td>
</tr>
</tbody>
</table>

Table 2: Estimated Parameters for Markov regime switching SV model. The statistically significant parameters are denoted by ** or *.


C Estimation results for the state-space form of the daily volume

<table>
<thead>
<tr>
<th>ID</th>
<th>( \rho_{\nu}^{at} )</th>
<th>( \mu_{\nu}^{la} )</th>
<th>( \sigma_{\nu} )</th>
<th>( a )</th>
<th>( \sigma_{w} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>59</td>
<td>0.0005</td>
<td>0.0016**</td>
<td>0.0026**</td>
<td>0.97**</td>
<td>0.81**</td>
</tr>
<tr>
<td>68</td>
<td>0.0085</td>
<td>0.0022</td>
<td>0.0041**</td>
<td>0.90**</td>
<td>0.66</td>
</tr>
<tr>
<td>76</td>
<td>0.0030</td>
<td>0.0038</td>
<td>0.0031**</td>
<td>0.97**</td>
<td>0.15</td>
</tr>
<tr>
<td>77</td>
<td>0.0001</td>
<td>0.0060**</td>
<td>0.0020**</td>
<td>0.94**</td>
<td>0.15**</td>
</tr>
<tr>
<td>92</td>
<td>0.0013</td>
<td>0.0662</td>
<td>0.0098**</td>
<td>0.95**</td>
<td>0.02</td>
</tr>
<tr>
<td>20</td>
<td>0.0064</td>
<td>0.0014</td>
<td>0.0029**</td>
<td>0.70**</td>
<td>1.71</td>
</tr>
<tr>
<td>41</td>
<td>0.0009</td>
<td>0.0039*</td>
<td>0.0040*</td>
<td>0.93**</td>
<td>0.96</td>
</tr>
<tr>
<td>42</td>
<td>0.0003</td>
<td>0.0038</td>
<td>0.0016**</td>
<td>0.90**</td>
<td>1.29</td>
</tr>
<tr>
<td>64</td>
<td>0.0001</td>
<td>0.0014</td>
<td>0.0003**</td>
<td>0.90**</td>
<td>0.33</td>
</tr>
<tr>
<td>6</td>
<td>0.0002</td>
<td>0.0110**</td>
<td>0.0009**</td>
<td>0.95**</td>
<td>0.03</td>
</tr>
<tr>
<td>18</td>
<td>0.0003</td>
<td>0.0013</td>
<td>0.0017**</td>
<td>0.90**</td>
<td>2.70</td>
</tr>
<tr>
<td>19</td>
<td>0.0001</td>
<td>0.0006</td>
<td>0.0006**</td>
<td>0.90**</td>
<td>2.64</td>
</tr>
</tbody>
</table>

Table 3: Estimated Parameters for Kalman Filter ML estimations. The statistically significant parameters are denoted by **.